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Classification of Medical Images Through Convolutional Neural 
Network Modification Method 

 

Abstract— The COVID-19 positive, tuberculosis and 
pneumonia, share the trait of being able to be identified using 
radiological investigations, such as Chest X-Ray (CXR) images. 
This paper aims to distinguish between four classes, including 
tuberculosis (TB), COVID-19 positive, healthy, and pneumonia 
using CXR images. Many deep-learning models such as a 
Convolutional Neural Network (CNN) have been developed for 
the Classification of CXR images. Deep learning-based models 
such as CNN offer significant advantages over traditional 
methods in the classification of diseases like TB, COVID-19, 
pneumonia, and healthy states. They provide higher accuracy, 
automation, early detection, reduced subjectivity and resource 
efficiency, ultimately leading to improved patient care and 
outcomes. However, well liked CNNs are massive models that 
require a lot of data to achieve optimal accuracy. In this paper, 
we propose a new CNN model that can be used to distinguish 
between different classes of CXR images. This model proves to 
be effective in classifying between different diseases such as 
pneumonia, COVID-19, and tuberculosis. This study has used 
6326 CXR images dataset containing COVID-19 positive, 
tuberculosis, pneumonia and has normal images. In this 
dataset 80% of the CXR images are taken for the training 
purpose and 20% are taken for the validation purpose, of the 
proposed CNN model. The proposed CNN modified model with 
parameter adjustment as well as using of categorical cross-
entropy as a loss function obtains the highest classification 
accuracy of 98.51% with a precision, recall and F1 score of 
0.90, 0.89 and 0.90 respectively.  

Keywords: Image Classification; Fuzzy Membership; 
VGG-19 Modified Model;   

I. INTRODUCTION 

   The COVID-19 has set historical records on a globa1 
scale. More than 116 million confirmed cases and more than 
2.5 million fatalities had been recorded by the World Health 
Organization (WHO) as of 8 March 2021. The SARS-CoV2 
virus, which causes the infectious disease COVID-l9, is 
easily spread by contact and the air and has a serious impact 
on the lungs of those who contract it. The COVID-l9 virus 
can develop consequences, including pneumonia, as well as 
other symptoms that may be mistaken for those of other 
infections [1].  

      In contrast, the infectious disease tuberculosis, which 
is caused by Mycobacterium tuberculosis, also results in 
antibiotic resistance and the death of tissue in various 
sections of the body, primarily the lungs. The WHO 
estimates that tuberculosis kills over 1.5 million people 
worldwide each year, making it the most lethal infectious 

disease. An estimated 10 million people contracted TB in 
2019 alone [1]. 

           As a result, COVID-19, pneumonia and tuberculosis 
all have the ability to be identified by radiological 
procedures like CXR images. Prior to the development of 
deep learning (DL) frameworks, feature extraction and 
classification methods were used to classify medical images. 

  Medical image classification through Convolutional 
Neural Networks (CNNs) is an application of deep learning 
that has revolutionized the field of medical imaging. With 
the increase in availability and quality of medical imaging 
data, there has been a growing demand for automated and 
accurate image classification tools that can assist clinicians 
in their diagnoses and treatment decisions. CNN is a neural 
network that are designed specifically for image analysis 
tasks. They are made up of several layers of interlinked 
nodes able to recognize and extract features from pictures. In 
medical image classification, CNN is typically trained on 
large datasets of labeled images, where the labels represent 
the different diagnostic categories or pathologies of interest. 
The process of medical image classification through CNN 
involves several steps. First, the input medical images are 
preprocessed to ensure that they are in a suitable format for 
analysis. Next, the CNN is trained on a dataset of labeled 
medical images, using a process called back propagation to 
adjust the weights of the network to optimize its performance 
on the training data. Once the CNN has been trained, it can 
be used to classifyi new medical images by passing them 
through the network and observing the output of the fina1 
layer, which represents the predicted class labe1. 

CNN-based models have been successfully applied and 
used to create dependable, quick and accurate detection 
methods against COVID-19 and other respiratory diseases, 
demonstrating their potential for transforming medical 
diagnostic procedures. This is due to the models’ deep 
learning capabilities and intricate architectures. [2–6, 11]. 
This is why the current study’s objective is to determine 
whether it is possible to distinguish between healthy patients 
and those with COVID-19 positive, pneumonia, and TB 
using early automated classification of CXR images.  

To determine if a patient is normal or has a lung illness, 
we have built a deep transfer learning pipeline called the 
VGG-19 modified model. The VGG-l9 are ideally modified 
in the suggested network. Transfer learning techniques are 
implemented using pre-trained networks on the VGG-19 
model. We put our suggested network to the test for four-
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class classification problems (TB, pneumonia, healthy and 
COVID-19 positive). 

To the best of our current understanding, this work is an 
important attempt to investigate the viability and 
effectiveness of using early automatic identification and 
differentiation methods with a particular focus on 
differentiating between people who are COVID-l9 positive, 
suffering from pneumonia or tuberculosis, and those who are 
considered healthy using only CXR images as the primary 
diagnostic modality. The suggested model has demonstrated 
robust and enhanced performance over the state-of-theart 
methods for the classification of 1ung disorders in all of our 
datasets and has been able to perform optimally in a variety 
of multi-class tasks. Moreover, it has demonstrated its 
versatility and efficacy in intricate diagnostic circumstances 
by continuously outperforming a wide range of multi-class 
tasks. This work represents a major step forward in using 
computational approaches to support early and precise 
identification of respiratory diseases, especially when it 
comes to using CXR imaging to differentiate COVID-19 
from other related disorders. 

The following are this paper’s major contributions: 

1. The building of a new convolutional neural network, 
named VGG-19 modified model, for robustness and more 
precise classification.  

2. Evaluating the VGG-19 modified model’s precision and 
robustness on CXR image datasets with many classes of 
labels (TB, pneumonia, COVID-l9 positive, and healthy).  

3. The comparison of VGG-19 modified model with the 
other state of the art architectures such as VGG-16, 
DenseNet-12l, and ResNet-50. 

 The pattern of the paper is organized as follows:  

 Section I introduce the specified title.  

 The associated works are briefly summarized in 
Section II.  

 The preprocessing approach and the suggested 
methodology are presented in Section III and IV 
respectively.  

 The numerical outcomes of our methodology on 
CXR  dataset are shown in Section V.  

 Section VI presents the final conclusion. 

II. LITERATURE REVIEW 

The classification of CXR images has been the subject of 
extensive research in recent years. A brief summary of these 
research initiatives is provided as below: 
      Jaiswal et al. [7] introduced a Mask-Region-based CNN 
model, aimed at automating the classification process of 
pneumonia cases utilizing CXR images. Bharati et al. [8] 
concentrated on making use of a hybrid deep learning 
system that blends several modern techniques, such as data 
augmentation approaches, spatial transformer networks 
(STNs) and Convolutional Neural Networks (CNNs) with 
VGG architecture. Bharati et al. sought to create a complete 
framework that may improve the resilience and accuracy of 

classification tasks by combining these disparate 
components, especially when it came to the diagnosis of 
medical disorders from CXR pictures.  
CNNs are well known for their ability to extract features and 
recognize patterns; this helped to provide the groundwork 
for the proposed system’s learning capabilities. 
Additionally, the utilization of VGG architecture, known for 
its depth and effectiveness in image classification tasks, 
further bolstered the model’s performance. To address 
potential spatial variations and distortions within the CXR 
images, Bharati et al. integrated a spatial transformer 
network (STN), enabling the network to dynamically adapt 
and rectify spatial transformations to enhance  enhancing its 
adaptability and resilience to image variations. Furthermore, 
to augment the training dataset and mitigate overfitting, data 
augmentation techniques were employed, facilitating the 
generation of diverse training samples by applying 
transformations such as rotations, translations, and scaling. 
Through extensive experimentation and training on the 
National Institutes of Health (NIH) CXR dataset, Bharati et 
al. reported notable results, achieving an accuracy rate of 
73%. They trained their network in NIH CXR dataset and 
achieved 73% accuracy. 
     Pereira et al. [9] introduced the RYDLS-20 network 
model, representing a significant advancement in the field of 
medical image analysis. The primary focus of their study 
was on the diagnosis of COVID-19 utilizing deep learning 
techniques. The RYDLS-20 model, meticulously designed 
and optimized by Pereira et al., achieved an impressive F1 
value of 89%, underscoring its efficacy and reliability in 
accurately identifying COVID-19 cases. Notably, the dataset 
utilized in their study exhibited a considerable imbalance, 
consisting of 2000 healthy cases compared with only 180 
patients afflicted by COVID-19.Without using any cross-
validation steps, the RYDLS-20 model’s classification 
performance was shown, demonstrating the model’s 
capacity to attain high accuracy even in the absence of such 
validation processes. This omission may cause questions 
about how well the model generalizes to new data, but the 
stated F1 value indicates that there is a good chance that it 
will be useful in everyday life. 
       Song et al. [4] built a COVID-19 patient identification 
system for computed tomography (CT) scans called Deep-
Pneumonia that is based on deep learning. After manually 
segmenting the lung area using a DL network, they 
classified healthy or COVID-19 patients. They combined 
ResNet50 with a feature pyramid network (FPN) and an 
attention modu1e to create their own network, which they 
called DRE-Net. The investigation’s primary strengths were 
highlighted by the study, which used mu1ti-vendor datasets 
from three different hospitals and showed impressive 
sensitivity (95%) and specificity (96%), as well as a quick 
diagnostic time of only 30 seconds per patient. Several 
drawbacks can be identified in this study. Firstly, the 
reliance on semi-automatic lung segmentation raises 
concerns about the consistency and accuracy of the 
segmentation process, potentially introducing variability in 
the analysis. Secondly, the c1assification of datasets solely 
based on CT images without stratification according to 
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factors such as advanced age, underlying diseases, or the 
presence of pleura1 effusions could lead to biased results. 
Chen et al. [10] applied 46, 095 anonymised images of 106 
hospitalized patients at Renmin Hospital of the University of 
Wuhan to train their deep network. Of them, 51 patients had 
COVID-l9 pneumonia confirmed by a laboratory, and the 
remaining 55 patients had various illnesses. The lungs were 
divided into sections, and any scar tissue was located using 
a U-net++ network. The time difference between the 
radiologist and the model was compared using a two-tailed 
paired Student’s t-test with a significance level of 0.05. The 
main strengths of this work are the huge and equally 
distributed training dataset, the good classification accuracy 
(above 95%1), and the use of three experienced radio1ogists 
who considered inter-observer variability to obtain the 
ground truth.  
       Ozturk et al. [11] leveraged the Dark CovidNet model 
as a tool to assist radiologists and medical professionals in 
diagnosing COVID-19. This model demonstrated a 
remarkable accuracy in binary classification, achieving an 
impressive 98.08% accuracy rate in distinguishing between 
COVID-19 cases and healthy individuals. Additionally, in 
more complex multi-class classification scenarios where the 
model had to differentiate between pneumonia, COVID-l9, 
and healthy cases, it maintained a respectable accuracy of 
87.02%.  
        A brand-new transfer learning-based mode1 for the 
categorization and detection of pneumonia (both viral and 
bacterial) was put out by Rahman et al. [12]. To determine 
which pre-designed CNN architecture had the greatest 
performance, they suggested comparing the various ones. 
The results demonstrated that, of all the utilized 
architectures, DenseNet201 demonstrated remarkable 
accuracy rates, with a noteworthy 98% accuracy in 
differentiating between chest X-ray that showed no 
symptoms and those that showed indicators of pneumonia 
(bacterial or viral). In addition, when the model was 
required to distinguish between cases of bacterial, viral, and 
normal pneumonia, it performed admirably, scoring 93.3%. 
In this particular subset, the model had a robust accuracy 
rate of 95% when it came to differentiating between 
pneumonia caused by bacteria and viruses. 
           Michail et al. [13] presented the DenResCov-19 deep 
transfer learning model to identify patients with Pneumonia, 
TB, COVID-19, or healthy based on CXR images dataset. 
Their method combines the previous ResNet-50 and 
DenseNet-121 architectures with an extra layer of 
convolutional neural network (CNN) building blocks to 
improve the model’s functionality. They were able to 
leverage the advantages of both networks by combining 
these topologies, using ResNet’s residual connections to 
mitigate vanishing gradient problems and DenseNet’s dense 
connections for feature reuse. Their network was tested on 
the CXR image dataset, which included several 
classifications such as COVID-19, pneumonia, TB, and 
normal cases. With careful tweaking and training, the 
network demonstrated an amazing accuracy rate of 96.40%. 
This significant accuracy highlights the potential of deep 
transfer learning approaches in the field of medica1 image 

analysis, providing promising paths for the early and 
accurate diagnosis of a variety of respiratory conditions, 
including COVID-19, and enabling prompt intervention and 
treatment plans. 

III. DATASET DESCRIPTION  

We have collected a large set of CXR images and apply data 
augmentation techniques to increase data diversity in an 
attempt to improve classification accuracy. The study 
employed a dataset consisting of 6326 CXR images that 
were obtained from the free software platform Kaggle. This 
dataset contains pictures of a variety of diseases, such as 
pneumonia, tuberculosis, and COVID-19 positive patients, 
in addition to typical cases. 

A. Preprocessing 

Fuzzy set theory and Gaussian kernel-based enhancement 
are used to improve the performance of CNN-based image 
classification. Fuzzy set theory is a mathematical framework 
that deals with uncertainty and imprecision. It allows for the 
representation of a concept with degrees of membership 
instead of a binary yes/no value. In the context of image 
classification, this means that instead of assigning a single 
label to an image, we can assign multiple labels with 
different degrees of certainty. This approach can be 
particularly useful when dealing with images that contain 
ambiguous or overlapping features. 
           Fuzzy set theory involves the use of membership 
functions to assign degrees of membership to elements of a 
set. Let X be the set of possible image features, and let A be 
a fuzzy subset of X. The membership function for A is 
denoted by µA(x), where x is an element of X, and µA(x) is 
a value between 0 and 1 that represents the degree to which 
x belongs to A. For each image feature x, we compute the 
membership function values µA1(x), µA2(x), ..., µAn(x) for 
each of the fuzzy subsets A1, A2, ..., An. Then we apply the 
Gaussian kernel function to the image to smooth it and 
reduce noise. 
        To improve the quality of the images, we experimented 
with a range of image enhancement methods, such as 
Histogram Equalization (HE), Contrast Limited Adaptive 
Histogram Equalization (CLAHE), and Fuzzy Contrast 
Enhance (FCE). Each of these methods was applied to a 
single dataset image.  
 

 
Figure 1: Comparison of different image enhancement 

techniques 
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Figure 1 displays the outcomes of various methods. HE and 
CLAHE have demonstrated impressive results in denoising 
and improving the images, as illustrated in Figure 1. But it 
may also possible to see that using CLAHE intensifies the 
color of the bones, which could have an impact on how well 
the classification model performs because the rib and 
sternum bones may be identified by the neural network as 
the main X-Ray detection features [16]. 
Thus in our suggested framework, histogram equalization 
was chosen as the image enhancing method. Our second 
step is to split the dataset. The dataset of CXR images is 
divided into two groups. 80% of the CXR images 
(5061images) are used for training the proposed model, and 
20% (1265 images) are reserved for validating the model. 
The images in the dataset originally have different sizes 
(512 × 512) pixels. To make them uniform and suitable for 
deep learning, they are resized to a smaller size of 112 × 112 
pixels. This resizing step ensures that all images are in the 
same format and size, making it easier for the model to 
analyze them. Resizing techniques’ underlying theory is 
covered in [14]. 

IV. METHODOLOGY 

In this section we will discuss the methodology of the 
proposed network. We started with the VGG-19 model, 
which is CNN architecture, designed for image 
classification. VGG-19 is a well-known CNN architecture 
with 19 layers, consisting of 16 convo1utional layers 
followed by 3 fully connected layers. The model VGG-19 is 
known for its effective feature extraction. It uses 16 
convolutional layers organized into 5 groups. After each 
group of convolutional layer, there is a max-pooling layer. 
These convolutional layers are designed to capture the 
important features from the input images. They use (3, 3) 
filters with Rectified Linear Units (ReLUs) as activation 
function. Max-pooling is employed with a (2, 2) kernel and 
a stride of 2 pixels for downscaling. 
                   We have changed some layers in VGG-19 
architecture to adapt it to our X-ray image classification 
task. One of the convolutional layers in the VGG-19 was 
replaced with a dropout layer and also skipped one or more 
than one convolutional layer in each group. Dropout is a 
regularization technique that helps to prevent overfitting by 
randomly deactivating a fraction of neurons during training. 
We added one more group for feature extraction, making a 
total of six groups, each one followed by a max-pooling 
layer. These layers are responsible for extracting important 
features from the input images. In the first layer of our 
modified model, we used a 2D convolution operation with a 
(5, 5) kernel size, applying the same padding, followed by 
max-pooling with a (2, 2) kernel for reducing the spatial 
dimensions. ReLU activation function and dropout are 
applied in this layer. We continued to build the model with 
similar convolutional layers for features extraction. The 
final layer in the features extraction process uses a 2D 
convolution with a (3, 3) kernel size, (2, 2) stride, and 
additional (2, 2) max-pooling which is shown in Figure 2. 
 

       Figure 2: Architecture of the proposed model 

         After these convolutional and max-pooling layers, we 
have used a flatten layer to convert the extracted features 
into one-dimensional vector. Following the flatten layer, we 
added dense (fully connected) layers for the classification 
task. The first dense layer has 1024 features and the final 
dense layer has only 4 features, indicating the number of 
classes in our X-ray image classification. Following the last 
dense layer, there is a softmax layer with the same number 
of outputs as the classes. The softmax layer computes class 
probabilities. In this work categorica1 cross-entropy is used 
as the loss function, which is common for multi-class 
classification problems. We specified a learning rate of 
0.00150 for the optimizer. The learning rate controls how 
quickly the model adjusts its weights during training. 
Hyperparameter tuning was performed to optimize 
parameters like step size, kernel size, number of dropouts 
and number of channels. We obtained results as output in 
the output layer and achieved optimal accuracy in CXR 
image classification. 

V. EXPERIMENTAL RESULTS 

In this study, we classified CXR images using a CNN 
modified model. Adamax optimizer is used to compile the 
CNN model after it has been constructed. The experimenta1 
results of the proposed model are compared with the 
existing mode1 [13] and also with other state of the art 
architectures. It is a very potent optimization method for 
deep learning networks. The suggested model, which 
utilized the adamax optimizer with a learning rate of 
0.00150, successfully classified CXR images and obtained 
98.51% accuracy. 

 
                      (A). Training and validation accuracy vs epochs 
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                          (B). Training and validation loss vs epochs 

Figure 3: Training and validation loss and accuracy 

Our study’s main training goal is to reduce the average 
probability error between each pixel’s anticipated and the 
actual values for CXR images. This was accomplished by 
using categorical cross-entropy as the loss function [15]. 
        This method works well for multi-class classification 
problems such as our CXR images classification, as it 
penalizes discrepancies between predicted and true class 
labels, making it easier to optimize the CNN model’s 
parameters. With the help of this loss function, which 
efficiently measures the difference between the ground truth 
labels and the projected probability distributions, the 
network can iteratively modify its weights and biases in 
order to reduce this difference over the course of subsequent 
training epochs.  
          This progression across the 50 epochs is graphically 
depicted in Figure 3, which provides insights into the 
convergence behavior and generalizability of the model to 
new data. We can evaluate the learning dynamics of the 
proposed CNN model, to spot any overfitting or under 
fitting scenarios and adjust hyperparameters to maximize 
performance by examining the trends shown in the graphical 
output of the model.  

A. Confusion Matrix 

A confusion matrix used as a fundamental tool in 
classification tasks, offering a concise summary of the 
performance of a classification algorithm. In essence, it’s a 
square matrix that can handle several classes; normally, it’s 
2 × 2 in size for binary classification issues. The results of a 
classification task are concisely summarized in this matrix, 
where the rows represent the actua1 class 1abels and the 
columns represent the anticipated class 1abes. Figure 4 
shows the Confusion Matrix of the proposed network.  The 
four fundamental values within the confusion matrix are as 
fol1ows:  
True Positive (TP): This describes situations in which both 
the expected class and the actual class are positive. For 
example, in the medical domain, this might mean accurately 
diagnosing patients with a certain illness.  
True Negative (TN): In these cases, the predicted and actual 
classes are both negative. In the context of medical 

diagnostics, this could mean accurately identifying people 
who do not have a specific illness.  
False Positive (FP): This is also referred to as a Type I error 
and happens when the actual class is negative but the 
projected class is positive.  
Fa1se Negative (FN): When the expected class is negative 
but the actua1 class is positive, this results in a false 
negative (Type II mistake). This could indicate, in the 
context of health care applications, that a patient was not 
correctly diagnosed with a condition. 
       Researchers can assess the accuracy, precision, recall, 
and other performance parameters of the classification 
algorithm by examining these four variables, which offer 
crucial insights into the algorithm’s operation. The 
distribution of examples inside the confusion matrix can be 
analyzed to spot misclassification trends and gauge how 
well the algorithm performs generally in differentiating 
between classes. As a result, the confusion matrix is an 
essential analytical too1 for evaluating the advantages and 
disadvantages of classification algorithms, which helps to 
improve and optimize them for a range of practical uses. 
 
 Precision: In the context of classification, precision is a 
metric that calculates  proportion of all cases that were 
correctly anticipated to be positive, that a classifier predicts 
as positive. It is calculated as using Eq. (1): 

               Precision = 


ା
                                               (1) 

 
Recal1 (Sensitivity or true positive rate): In the context of 
classification, Recall is a performance metric that measures 
how well the classifier identified and retrieved all instances 
in the dataset that belong to a particular class. It is calculated 
as using Eq. (2): 

  Recall or true positive rate = 


ା
                                 (2) 

 
F1-Score: The Fl-score is the harmonic mean of precision 
and recal1. This provides a fair evaluation of a classifier’s 
performance by taking into account both precision and 
recall. It is calculated as using Eq. (3): 

F1-score = 
ଶ ( ୰ୣୡ୧ୱ୧୭୬ × ୖୣୡୟ୪୪ )

୰ୣୡ୧ୱ୧୭୬ ା ୖୣୡୟ୪୪
 =

ଶ

ଶାା
                        (3) 

   
The overall training performance of the proposed model 
derived fromathe confusion matrix is presented in Table. I 
while the validation performance is shown in Table. II. 
Table. III shows the comparative Analysis of the proposed 
network with the other deep learning networks performing 
classification of TB, pneumonia, COVID-l9aand healthy. 

 
                         Figure 4: Confusion matrix 
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Table I. Training results of proposed CNN modification                    
method 

 
Class name  Precision Recall F1-score Support 
Covid-19  0.98 0.98 0.98 368 
Pneumonia  1.00 0.98 0.99 3100 
Normal   0.94 1.00 0.97 1072 
Tuberculosis   1.00 0.98 0.99 520 
 
Table II. Validation results of proposed CNN modification     

method. 
 

Class name  Precision Recall F1-score Support 
Covid-19  0.88 0.92 0.90 92 
Pneumonia  0.99 0.95 0.97 775 
Normal   0.88 1.00 0.94 269 
Tuberculosis   0.98 0.92 0.95 130 
 
Table III. Comparative analysis of the proposed network 
with other deep learning networks performing classification 
of pneumonia, TB, COVID-19, and healthy. 

 
Model Precision 

(%) 
Recall 
(%) 
 

AUC-
ROC(%) 

F1(%) 

Proposed 
Model   

98 98.5 98.51 98.25 

DenResCov-
19  

82.90 69.7 95.00 75.75 

DenseNet-
121  

79.35 62.70 91.00 70.07 

ResNet-50  78.60 62.00 93.21 69.51 
 

VI. CONCLUSION  

In the field of medical science, classifying CXR images is 
crucial. This research project aims to create a new type of 
computer algorithm called a Convolutional Neural Network 
(CNN) that can distinguish between four different categories 
of CXR images: Pneumonia, Covid-19, TB, and Normal. 
The process starts with preparing the images by making 
them a consistent size and reducing noise. Then, the dataset 
is divided into two parts: one part for training the algorithm 
and another part for validating its performance. After that, 
the CNN is used to automatically categorize the CXR 
images. Impressively, the model achieved a high accuracy 
rate of 98.51% in experimental tests using the CXR image 
dataset. Looking ahead, future research should aim to find 
new and innovative ways to classify CXR images in the 
medical field. This work will contribute to efforts to 
investigate the potential of artificial intelligence (AI) in the 
future. Additionally, it contains a number of research 
avenues that could be pursued in the future that are pertinent 
to the study of medical sciences. 
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On Evaluation of discrete RL agents for Traffic 

Scheduling and Trajectory Optimization of UAV-

based IoT Network with multiple RIS unit

  

 Abstract: Unmanned Aerial Vehicles (UAVs) have been 

very effective for data collection from widely spread Internet of 

Things Devices (IoTDs). However, in case of obstacles, the Line 

of Sight (LoS) link between the UAV and IoTDs will be 

blocked. To address this issue, the Reconfigurable Intelligent 

Surface (RIS) has been used, especially in urban areas, to 

extend the communication beyond the obstacles, thus enabling 

efficient data transfer in situations where the LoS link does not 

exist. In this work, the goal is to jointly optimize the trajectory 

and minimize the energy consumption of UAV on one hand 

and satisfying the data throughput requirement of each IoTD 

on the other hand. As it is a mixed integer non-convex problem, 

Reinforcement Learning (RL); a class of Machine Learning 

(ML), is used to solve it, which has proven to be 

computationally faster than the conventional techniques to 

solve such problems. In this paper, three discrete RL agents i.e. 

Double Deep Q Network (DDQN), Proximal Policy 

Optimization (PPO), and PPO with Recurrent Neural Network 

(PPOwRNN) are tested with multiple RISs to enhance the data 

transfer and trajectory optimization in an Internet of Things 

(IoT) network. The results show that DDQN with multiple RIS 

is more efficient in saving the communication related energy, 

while a single RIS system with the PPO agent provides more 

reduction in the UAV’s propulsion energy consumption, when 

compared to other agents.  

Keywords: Internet of Things Devices (IoTDs); 

Reconfigurable Intelligent Surfaces (RIS); Reinforcement Learning 

(RL) agents; Unmanned Aerial Vehicle (UAV).                     

I. INTRODUCTION 

The concept of ‘smart cities’, ‘smart agriculture’, ‘smart 

industries’, ‘smart transportation systems’, and ‘smart health 

care systems’ relies heavily on information and 

communications technologies to gather the information 

critical for the efficient use of existing assets and resources, 

for increasing the land and the industrial productivity and 

for improving the safety and risk monitoring.  The ‘smart’ 

concept requires smooth data collection from various 

sensors connected to the ‘Internet of Things (IoT)’ network, 

hence requiring integration of information and 

communication technologies. It is forecasted that by 2025, 

the number of IoT devices (IoTDs) may exceed 500 billion 

[1] thus requiring an enabling technology to handle this 

load. 6G is a potential technology expected to provide an 

enhanced user experience and better Quality of Service 

(QoS) for IoT networks due to its superior features over the 

previous network generations such as 1) ultra-low-latency, 

2) extremely high throughput, 3) satellite-based customer 

services, and 4) massive autonomous networks [2]. Artificial 

Intelligence (AI), real-time intelligent edge processing, 

cognitive radio, the use of Unmanned Aerial Vehicles 

(UAVs), and Reconfigurable Intelligent Surfaces (RISs) 

enable the 6G networks to provide communication in 

difficult to reach areas (rural/ mountainous), as well as 

providing better QoS in densely populated urban areas [3].  

RIS can smartly reconfigure the radio environment by 

incurring some change (amplitude/ phase or both) in the 

incident signal [4]. Compared to the active relays, RIS does 

not require power to amplify and transmit the signal. It just 

reflects the signal, making it a cost-effective solution [4]. 

Instead of installing multiple antenna towers to collect the 

data from these power constrained IoTDs, spread over a 

large geographical area; UAVs have proved to be more 

economical. However, the UAV itself is an energy-

constrained device and requires batteries or solar panels to 

enhance its flight time. This increases its weight, which in 

turn would result in more energy consumption.   

Keeping in view the great potential of the 6G-IoT networks, 

many efforts have been put into research in this area. In a 

RIS-assisted UAV system for the IoT network proposed in 

[5], the UAV trajectory and the communication channel 

allocation to multiple IoTDs are jointly optimized by using 

the PPO agent. The RIS configuration is handled by 

invoking the Block Coordinate Decent (BCD) algorithm, 

where a finite set of phase angles are tested for each RIS 

element to maximize the amount of data collected from each 

IoTD. The objective was to provide a timely data collection 

service before the information becomes stale and is of no 

use. The proposed model has outperformed a similar model 

without a RIS, a model with randomly configured RIS, and 

the other two models implementing the random walk UAV 

and the stationary UAV configurations. In an IoT network of 

[6], the trajectory of UAV, RIS configuration, and traffic 

scheduling of IoTDs are jointly optimized by using the 

Double Deep Q Network (DDQN) and Deep Deterministic 

Policy Gradient (DDPG) Reinforcement Learning (RL) 

agents. It was found that the DDPG agent performs better 

than the DDQN agent, due to its continuous nature. The 

proposed systems have performed better than the system 

without RIS and the system with RIS, but without optimal 

phase shifts configured. In the RIS-assisted UAV system of  
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Figure.1: Network architecture with Area of Interest (AoI) 

[7], multiple RISs are proposed to serve a single moving 

user. It was found that using multiple RIS units would result 

in increasing the communication Energy Efficiency (EE) 

and reducing the propulsion energy consumption. At any 

time, only one RIS is assumed to be active, while the others 

are considered to be in sleep mode to avoid the occurrence 

of destructive interference at the Ground Terminal (GT). 

The scheduling of RIS is based on its proximity to GT. In 

this model, Deep Q Network (DQN) and DDPG agents are 

used for designing the UAV trajectory and configuring the 

RIS phase shifts. Again, the DDPG agent outperforms the 

DQN agent, and also produces better results than the system 

with fixed UAV and fixed RIS phases and another with 

randomly moving UAV and random RIS phases. 

In this paper, our main objective is to reduce the energy 

consumption of UAV, by using various discrete RL agents 

and multiple RIS. Instead of using multiple UAVs (as 

proposed by [8]), we prefer designing our proposed system 

with multiple RIS units, because the RIS is a passive device 

and its energy requirements are far lesser than the UAV. In 

our proposed IoT model, the UAV motion is allowed in 3D 

trajectory as in [6] and the system is tested with multiple 

agents, including PPO (as in [5]) and DDQN (as in [6]) and 

a newer agent PPO with Recurrent Neural Network 

(PPOwRNN). A comparison of these agents is made for IoT 

networks with single and multiple RIS. Our model uses 

Time Division Multiple Access (TDMA) for traffic 

scheduling.  

The rest of the paper is organized as follows. In section II, 

we will discuss our proposed methodology. Section III 

covers the experimental details. Results are given in section 

IV and finally, the paper is concluded in section V. 

II. PROPOSED METHODOLOGY 

Figure 1 shows the environment of our proposed model. As 
shown there, a single UAV is deployed to serve the   IoTDs, 
spread randomly on ground, in the Area of Interest (AoI). 
The AoI is partitioned into equal sized   cells.  The location 

of the    cell in    coordinates is given by   
          

   
      , where   

  is the center of cell  . The centers of the 
adjacent cells are separated by a distance of    and    in   
and   coordinate respectively. The horizontal location of the 

of     IoTD is given as             , while as they are on 
ground level, so their height       and the average amount 

of data of the     IoTD is   , which needs to be uploaded to 
the UAV. 

The horizontal location of UAV at time   is given as    
     

where    {          }    {          } ,   is the 

total number of possible locations, and   is the maximum 

number of time instants, defined for an agent’s training 

episode. At the end of each episode, the system restarts with 

the reset conditions, defined for any agent by the designer. 

Keeping the same nomenclature,   
  and   

  would be the 

initial and final locations of the UAV respectively. Then the 

horizontal trajectory of UAV in   instants is given 

as  {  
      

      
     

       
      

     
 } . In the vertical 

direction, the UAV height level at any time instant   is given 

as   
 , where    

      {           } and   is the total 

number of height levels. The height is also divided into 

discrete steps of size    , where           . Then the 

height of UAV at any instant   is given as    
    

    , 

constrained by the condition in eq. (1)  

        
                                    

with      and       being the maximum and the minimum 

heights respectively. We assume that   
  is the duration of 

time slot  , allocated to an IoTD and is given by eq. (2).  

         
                                    

The total flight time of UAV is given as in eq. (3).  

   ∑    
 

 

   

                                            

The 3D trajectory of UAV is given by   waypoints, where a 

single waypoint is given as [   
     

        along with the 

time slot duration    
        With the constraint of 

maximum horizontal speed     
  on UAV, the number of 

time instants   must be large enough that the UAV location 

within duration    
  must remain negligible as compared to 

the link distances between the UAV and the IoTDs. The 

horizontal speed of UAV in any time   is given by eq. (4).  

z 

x y 
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If   
    , the UAV will hover at time  . Likewise, for the 

maximum vertical speed     
 , UAV’s vertical speed at any 

time   is given by eq. (5). 

  
   

     
    

   

   
 

     
                        

For rotary wing UAV, the propulsion energy at time   is 

given in eq. (6) as: 

  
        

     (   
    

   

    
 )  

 

 
        

    

   (√   
   

   

   
  

   
   

   
 )

 
 ⁄

     
                                       

where    ,    and    are constant blade profile power, 

induced power in hovering status and constant ascending/ 

descending powers respectively.      is the tip speed of rotor 

blade,    is the main body drag ratio,   is the rotor’s solidity, 

   is the mean rotor’s induced velocity while hovering,   the 

air density and   denotes the rotor’s disc area. 

As shown in Figure 1, there are multiple RISs in the AoI. 

Each RIS has a large number of Passive Reflecting Units 

(PRUs). PRUs are arranged in         uniform planar 

array and the distance between the adjacent PRUs is      

meters row-wise and     meters column-wise. The reflection 

coefficient         of each PRU is given by eq. (7) as: 

                 

                         

where   is the attenuation loss of PRU and        is the 

phase-shift of PRU, adjusted according to the direction of 

the IoTD being served.  

Suppose that there are total   RIS available in the AoI. 

Then, at any particular time   only one of them is 

considered to be switched-on, while the rest are switched-off 

or in sleep mode. The turn-on schedule decision of the     

RIS is given as   
    {   }  where   

      means     

RIS is switched on and   
      indicates that it is switched 

off at time  . The RIS scheduling scheme is given in eq. (8). 

  
    {

                   
   

                                 
}                            

where   
   {  

        }  denotes the set of distances 

between UAV and RIS at time  . Additionally, we have the 

condition of  ∑   
            

   , restricting only a 

single RIS to be turned-on, which is nearest to the UAV. For 

the      RIS, the location of its first element is given by 

             and its height above ground is given by    . 

Although, the horizontal locations of all RISs differ, their 

height above ground     is same. 

Assume that the LoS does not exist between the UAV and 

any of the IoTDs, making it necessary for the IoTD to 

transmit its data to UAV via RIS. Now the data from the 

IoTD is uploaded to the UAV via a cascaded channel, 

consisting of two LoS links (as shown by dotted lines in 

Figure 1). The first LoS link is from IoTD to RIS and the 

other is from RIS to UAV. Then the channel gain between 

the UAV to      RIS (switched-on according to eq. (8)) at 

time  ) can be denoted as   
             and given in eq. 

(9) as 

  
   

√ 

  
    [   

  
  

 
    

    
  

       
  

 
          

    
  

]
 

 

[     
  

 
    

    
  

       
  

 
          

    
  

]
 

             

where       represents the transpose operation,   is the path 

loss at a reference distance       , 

  
    √   

     
     

     
  ,    is the carrier 

wavelength,   
   

      

  
   is the cosine and   

   
      

  
   is 

the sine of the horizontal Angle of Arrival (AoA) and  

  
   

   
     

  
   is the sine of the vertical AoA of signal at the 

     RIS. The symbol   shows the tensor product. Far-field 

array response vector model is assumed at RIS, where   
   

                 .  

The channel gain between      RIS and     IoTD is denoted 

as   
            and given as in eq. (10). 

  
  

 
√ 

  
  
  [     

  

 
    

    
  

       
  

 
          

    
  

]
 

 [     
  

 
    

    
  

       
  

 
          

    
  

]
 

                 

where   
    √    

          
  ,    

   
      

   
  is the 

cosine and   
   

      

  
   is the sine of the horizontal AoA 

and    
   

   

  
   is the sine of the vertical AoA of signal at the 

    IoTD.  

The cascaded channel gain is then given as in eq. (11). 

  
       

        
                                               

where                             is the      RIS 

reflection coefficient matrix, and 

      
           

             
                       

According to our assumption of Non-LoS (NLoS) path 

between UAV and IoTD, the channel gain at the     IoTD is 

given by eq. (12) as 

  
       

  
 

   
    

    
   

                          

Where   
    √   

       
     

   and   
  is the 

blocking probability between UAV and     IoTD at time    
given by eq. (13) as  

  
     

 

     
      

  (
  
 

  
  )   
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Where    and    are constants depending on environment. 

The data rate   
  achieved at the     IoTD is given in eq. 

(14). 

  
     

        (  
   

 

   
)                                 

where   is the transmission power of an IoTD,   is the 

channel bandwidth,   is the noise variance and   
  {   } is 

the scheduling decision for the     IoTD at time   . As 

TDMA is used, so only a single IoTD is scheduled for 

service at any time instant, i.e. ∑   
          

     

The aim of this research is to minimize the propulsion energy 

and maximize the EE of UAV. Let    {   
      } , 

  {   
       }    {  

      }    {   
      } and 

  {        } as already defined in the discussion above. 

The optimization problem can be formulated in eq. (15) as. 

                      ∑  
   

 

   

                                   

Due to being a mixed variable problem, eq. (15) is non-

convex and would need extensive computational resources to 

be solved in real time. As already pointed out, RL has been 

very effective in solving such optimization problems in real 

time. The goal of eq. (15) is to minimize the fuel 

consumption of UAV at all times with the constraints of: 1). 

  
  {   } ∑   

          
   , ensuring a single IoTD 

links to UAV at any time instant   , 2). ∑    
  

     
  

           for making sure that the data uploading from 

    IoTD must be completed within the flight time of UAV, 

3).  
       

     , 4).   
       

  and 5).         
   

                for guaranteeing that the UAV horizontal 

and vertical speeds and its heights does not exceed the 

maximum limits and finally 6).          
          restricts 

the time slot duration allocation to an IoTD between      and 

      for data transmission.  

For eq. (15), the observation and action spaces and the 

rewards for RL agents are defined below. 

Observation space: The current state      at time   is 

defined as in eq. (16) 

     {     }                                                

Where     is the overall state space and          
     

   
          is the current horizontal and vertical location of 

UAV.  

Action space: The action space can be continuous or 

discrete, depending on the type of agent used. However, as 

we are using only the discrete agents, so, we will define only 

the discrete action space here. Ref [6] provides continuous 

space for a similar problem. The discrete action      at time 

  is defined as in eq. (17).  

     {        
     

  }                            

Where   is the overall action space and      
         

     
             is the current action 

chosen from  .       is the action space from which the 

current UAV flying actions in horizontal and vertical 

directions       are chosen.   is the IoTD scheduling space 

  {  
      } and   = {                  } is the action 

space of discrete flight time durations from which    
  is 

chosen between      and       with the step size of 0.1ms. 

Assume that during one time instant   , the UAV is only 

allowed to move to one of its adjacent cells from its current 

cell in the horizontal plane and also it is allowed only to 

move one step in the vertical direction. Then the horizontal 

and vertical locations of UAV in next time instant     is 

given as in eq. (17) and (18): 

     
      

                                                                  

     
      

                                                                

where    is the horizontal flying action of UAV defined as 

       {                                    }  with 

   being the horizontal action space of UAV comprising 5 

actions including moving to north, south, east, west or hover 

at its current location respectively, and    is the vertical 

flying action of UAV defined as        {          } 
with    being the vertical action space of UAV comprising 

3 actions including moving upward, downward or stay there 

respectively. 

Step reward: The reward of taking an action     , when the 
system is in state      at time    is given by eq. (19):  

   (         )   ∑∑
   
   

 

  ́
   

 

 ́  

 

   

                     

where the reward function     is the ratio of the total 
data uploaded by the   IoTDs upto time instant    , to the 
propulsion energy of UAV consumed till that time. However, 
penalty    is applied to reward, if the data transferred to 
UAV at time   is less than the average data rate of any IoTD 

i.e.    
   

  
  

 
. 

The reward would be highest if the data rate   
  is 

maximized.   
  can be maximized by maximizing the device 

gain   
 , which depend on cascaded gain    

    , which in 
turn is maximized, when the phase shift of each PRU of the 
active RIS (having    

      ) is adjusted to produce the 
maximum beamforming towards the IoTD scheduled during 
the current time  . The maximum reward for the state-actor 
pair           is given as in eq. (20). 

      (         )   ∑∑
   
   

    

  ́
   

 

 ́  

 

   

                   

The DDQN, PPO and PPOwRNN agents are used for solving 

the complex optimization problem given in eq. (15). The first 

agent in the list belongs to the critic and the last 2 belongs to 

the actor-critic categories of RL agents respectively. We will 

use the implementations of [9] for DDQN, and [10] for the 

PPO and PPOwRNN agents. 

III. EXPERIMENTAL EVALUATION 

PARAMETERS 

The UAV’s trajectory in the presence of multiple RIS is 

depicted in Figure 2 and the settings for the environment, 

observation and action spaces, and the hyper-parameters for 

the Neural Networks (NNs) of RL agents along their training 

settings are listed in tables 1 to 3 respectively. 
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Table 1: Environment settings  

Environment Symbol Value 

IoTDs and AoI     1000m x 1000m 

  10000 

  6 

        [Random, 0] 

   2 m 

   10 m 

   10 m 

UAV      120 

   0.6 

  0.05 

   4.3 

  1.225 

  0.503 

               

 
    

             

√   
 

   11.46 

     30m 

      100m 

    
  10 m/s 

    
  10 m/s 

     1s 

      3s 

RIS   3 

  100 

   50m 

   See the result section 

          

Channel   ,    9.61, 0.16 

  2 MHz 

   1024 bits 

  (carrier frequency) 900MHz 

  500mW 

  169 dBm/Hz 

Reset conditions   
  100m 

  
     

    
   [0,0] 

 i 0o 

   
   100m 

 

Table 2: Observation and action space 

  3{    
     

       
     

    
  } 

   5 {‘north’, ’east’, ’west’, ’south’, ‘hover’} 

   3 {‘upward’, ‘downward’, ‘stay there’) 

  6 {(0,0,0,0,0,1), (0,0,0,0,1,0), (0,0,0,1,0,0), 

(0,0,1,0,0,0), (0,1,0,0,0,0), (1,0,0,0,0,0)} 

  
          

     
 

21  {1:0.1:3} 

  5x3x6x21 = 1890 

 

Table 3: RL agents’ NN and training parameters 

Evaluation and target 

networks 

DDQN PPO PPOwRNN 

Total hidden layers in each 

NN 

2 2 2 

Total neurons in hidden 

layer 1 

20 200 200 

Total neurons in hidden 
layer 2 

20 100 100 

Number of LSTM cells 

inside each hidden neuron 

NA NA 2 

Optimizer RMS prop Adam Adam 

Weights Initialization Ɲ(0,0.003) Ɲ(0,0.003
) 

Ɲ(0,0.003) 

Number of epochs   NA* 25 25 

Number of episodes   60 120 120 

Number of time instants   600 600 600 

Learning rate 0.005 0.001 0.001 

Experience buffer   3200 10000 10000 

Mini batch size   32 8 8 

Discount factor    0.9 0.9 0.9 

Exploration factor   0.9 NA* NA* 

Clip ratio   NA* 0.2 0.2 

Lambda (for advantage 

estimation function)  
NA* 0.95 0.95 

Value function loss 

coefficient 
NA* 0.5 0.5 

NA* =Not Applicable 

PPOwRNN has feedback connections in their NNs, which 

are composed of Long Short Term Memory (LSTM) cells, 

which impact the current outputs of the hidden layer’s 

neurons from their previous outputs and the previous outputs 

of the next layers’ neurons.  

All agents start with a random policy   , and after every 

action     , the agent stores the current state     , action 

pair            , action’s reward       , and the state of 

the system        after the action in its experience 

buffer   . During the training stage, mini-batches of   

random samples from the experience buffer are selected to 

train the actor and critic’s NNs. The discount factor   

determines how the rewards at the individual time steps are 

weighted. An action’s influence over the future states of the 

environment typically decreases over time. Few parameters 

listed in Table 3 are specific to an agent and are not 

applicable for others. For example, the exploration factor    

is specific to DDQN and decides how much the agent would 

explore. Similarly, the number of epochs  , the clip ratio   , 

lambda and the value function loss coefficients are specific to 

the PPO agents (both PPO and PPOwRNN) and are used for 

calculating its loss functions.  

IV. EXPERIMENTATION RESULTS AND 

COMPARISON 

The results for the DDQN, PPO and PPOwRNN with single 

and multiple RISs are given in Table 4. The best results and 

the agents generating them are boldfaced. For multiple RIS, 

many random locations are tested, but among them, only 

those which generated the best results for any of the 3 agents, 

are reported in Table (4). 

Table 4: Performance comparison of different agents with multiple RIS 

# of 

RIS 
Location [      ] m Agent Propulsion 

energy 

(kJ) 

(EE) 

bits/J 

1 [50 50 50] DDQN 135.25 71.29 

PPO 83.21 88.67 

PPOwRNN 
94.55 84.69 

2 [50 50 50], 
[900 900 50] 

DDQN 147.16 75.42 

PPO 
128.05 

48.58 

PPOwRNN 112.56 49.80 

3 [50 50 50], 

[250 150 50], 

[500 500 50] 

DDQN 109.49 94.06 

PPO 
125.11 

44.99 

PPOwRNN 
161.94 53.05 

 

As clear from Table 4, the PPO agent with a single RIS 
provides more propulsion energy savings and the DDQN 
agent with 3 RIS outperforms other agents in EE. 
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Among all the RL agents used for our experiments, 

installing multiple RIS has benefitted the DDQN agent the 

most, while there is either little or no improvement in the 

performances of the PPO agent and the PPOwRNN in the 

presence of multiple RISs. The DDQN agent with 3 RIS 

surpasses the PPO agent, which is the best available RL 

agent to date [11].  

The computational complexity of the 3 agents is estimated 

in terms of the average training and evaluation time taken by 

them on Intel Core i5, 2.81 GHz CPU for multiple RIS unit. 

On average, the DDQN agent takes 4min and 30s, PPO 10h, 

20min and 50s, while the PPOwRNN requires 15h, 40min 

and 20s for convergence. Although the PPO and PPOwRNN 

agents save more propulsion energy in single and double 

RIS cases, they are far more complex than the DDQN agent. 

V.  CONCLUSION 

To collect data from a widely spread IoT network, one 

solution is to use multiple UAVs, to provide coverage to a 

large area, as in [8], but owing to the cost of fuel, it would 

be an expensive option. RIS on the other hand is a low-

powered, easy to install, and light weighted device, which 

can be easily installed on buildings without posing any 

danger to the public as is caused by the huge antenna 

structures in case of bad weather conditions or earthquakes. 

So, we have tested different RL agents for the IoT data 

collection in the presence of multiple RISs and found that 

the presence of additional RIS units supports the otherwise 

weak agents (e.g. DDQN) more than the strong ones (e.g. 

PPO), which although does not require more RIS units, but 

are computationally more expensive. It is shown in [6] that 

the continuous RL agents perform better than the discrete 

ones. So, in the future, these agents must also be tested with 

multiple RIS units. Also, more bandwidth efficient access 

methods e.g. Orthogonal Frequency Division Multiple 

Access (OFDMA); must be implemented to estimate the 

maximum potential of the proposed algorithm.  
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Machine Learning Based Estimation of End Effector position 

in Three Dimension Robotic Workspace 

Abstract — this research work uses different machine 

learning algorithms to estimate end effector position in 

three dimensional robotic work space. Workspace is area 

around robot where robot can freely move with possible 

input variations of different joint angles, it is important to 

exactly know operating area of robot. Conventionally 

iterative simulation methods were used to find robotic 

workspace. Which are computationally slow and difficult 

to model. Our approach utilizes machine-learning 

algorithms to predict the workspace end effector position. 

By simulating the robot with Denavit-Hartenberg (D-H) 

approach in MATLAB, which results in collection of data 

sets, which are then used in training. Multiple Linear 

Regression (MLR), Decision-Tree Regression and 

Artificial Neural Network (ANN) algorithms are trained 

for prediction. The dataset some portion is used as test 

data, which is then used for validation step. These methods 

can be incorporated in real robots. The results from 

findings show the accuracy of Machine learning 

algorithms specifically Artificial Neural Network (ANN) 

performs well then conventional mathematical methods.  

Keywords: Robotics; Simulation; DH-Method; Machine 

Learning; Kinematics; Prediction. 

I. INTRODUCTION 

In many crucial cases, it is very difficult, if not 
impossible, to analytically predict the behavior of physical 
systems. The necessity to build a physical system prototype 
drives modelling, which in turn reveals strong motivations to 
investigate and analyses a system's operation. 

Modeling of robot usually carried through kinematics 
study. That deals with model of robot without any influence 
of force. The kinematics of a robot deals with the geometric 
and time-based properties under motion and in particular 
how various links of a robot move with respect to one 
another with variation of time. Which is the analytical way of 
explaining relation between different joint variables. 
Kinematics modeling can be divided in to two type’s forward 
and inverse kinematics, first one that gives the position and 
orientation when joint angles and joint positions are known. 
While the inverse kinematics deals with set of complex 
equations computed by vector and analytical algebra to 
compute the joint angles once, end effector position is given 
[1]. 

The robot are heart of automation industry used in 
manufacturing and assembly applications and many 
applications which required robot to move objects from one 
place to other using mechanically designed grippers these 

robots need to be precise in term of placement of objects. To 
achieve the precise pick and place robot application it need 
to be modeled with least error. 

Intense research is carried in analytical modeling of robot 
systems, which are based on line and point transformation. 
Campos-Macías [2] proposed a geometric model to calculate 
and find relation between input angles and output position 
unknown joint angles required for autonomous positioning of 
a robotic system. In [3] author Bayro-Corrochano uses new 
algebraic method called quaternion for modeling of different 
physical systems system. Popovic et al. [4] computed method 
to model upper extremity movement of the arm of multi leg 
moving robot inspired by animal’s movement. An analytical 
model based approach to compute kinematics of a humanoid 
robot was discussed in [5]. In [6] author presented an inverse 
kinematics model to calculate all the joint variables of a 
serial arm manipulator. Applications of machine learning in 
different robots are discussed in [7]. 

 

The figure 1 shows the kinematic model’s simplified view of 
robotic arm in an inverted ‘L’ pose. The first joint S1 is used 
to move arm claw to pick objects, the joint S2 and S3 is the 
elbow and shoulder joint respectively to move the arm to the 
desired position. The S3 joint is base joint to rotate the robot 
arm. The forward kinematic model of the 4 DOF Robot is 
presented in Section II and Section III presented the 
discussion on forward kinematics using machine learning 
algorithms on MATLAB and Section IV gives the result and 
Discussion of machine learning algorithms and Section V 
gives the final Conclusions.  

 

 

Fig. 1. Kinematic Model Representation of 4-Degree-of-Freedom Robot 

Hamna Baig1, Ihtesham Jadoon3  

Department of Electrical and Computer  Engineering  

COMSATS University Islamabad Attock Campus  

Attock, Pakistan 

 hamnabaig.66@gmail.com1, jadoon@cuiatk.edu.pk3 

Ejaz Ahmed2 

Department of Electrical Engineering Aero Space and Aviation, Air 

University Islamabad Kamra Campus 

Attock, Pakistan 

225258@aack.au.edu..pk2 

16
© International Conference on Innovations in Computing Technologies and Information 

Sciences (ICTIS-2024). All rights reserved.



A. Aims and Objectives 

This paper aims to focus on using machine learning 
algorithms for estimating the end effector position in three-
dimensional robotic workspace. Specifically the paper 
objectives are as follows; 

 Dataset: Generating dataset in MATLAB that contains 
values of joint angles (θ) and the corresponding end 
effector positions. 

 Model Training: Using the dataset to train machine 
learning Models MLR (Multiple Linear Regression), 
DTR (Decision-Tree Regression) and ANN (Artificial 
Neural Network) for estimating end effector position. 

 Prediction Analysis: Using the values from dataset to 
validate the trained models and access their RMSE (root 
Mean Squared Error) for prediction. 

 Model Comparison: Evaluate the trained MLR, DTR 

and ANN models on basis of computational time and 

RMSE. 

II. FORWARD KINEMATCS OF 4-DEGREE OF 

FREEDOM ROBOT 

The position and orientation of the end effector 
calculation of a robotic arm or mechanism based on the joint 
angles or displacement. The forward kinematics of a 4 
Degree-of-Freedom robot usually has four rotational joints 
that can be calculated by imposing a sequence of 
transformation from the base frame to the end effector frame. 
A distinct coordinate system is introduced by every joint, the 
overall transformation of end effector from the base can be 
calculated. This process can be implemented using a 
programming language such as Python and C++ in 
MATALB in just a short code. The code will comprise of 
parameters for each point for Denavit-Hartenberg approach, 
resulting in transformation matrices and performing 
multiplication process on matrices to calculate the overall 
transformation. On a meanwhile the implementation of the 
obtained transformation to the end effector original location , 
the orientation and the final position of the end effector in 
space can be calculated. This seemed to serve as the essential 
and indispensable tool for the robots controlling and the 
movement planning respectively. 

 

 
B. Denavit-Hartenberg Parameters 

Denavit-Hartenberg parameters are employed commonly for 
the characterization of robots structure. These parameters 
typically serves as the foundation for conduction of robot 
kinematics and analysis. There is four DH parameters listed 
below in Table I to describe the orientation and position of a 
link.  Each parameter for attaching reference frames to robots 
assembly link is linked to a specific convention. This 
standardization of coordinate frames across spatial linkages 
ensures consistency and facilitates analysis. 

𝒂𝒊−𝟏 = Translation 𝑥1 𝑎𝑥𝑖𝑠 

𝒂𝒊−𝟏 = Rotation around 𝑥𝑖  𝑎𝑥𝑖𝑠 

𝒅𝒊 = Translation around 𝑧𝑖−1 𝑎𝑥𝑖𝑠 

𝛉𝒊 = Rotation around 𝑧𝑖−1 𝑎𝑥𝑖𝑠 

 

The Denavit-Hartenberg (D-H) decided to use the 
homogeneous transformation matrix instead. This matrix 
represents the end effector orientation and position of the 
robots with respect to the joint angles. Nonetheless, it does 
not specify the arm arrangement needed to reach this 
position. Figure (2) depicts the diagram of link coordinate 
system which is created using DH parameters. 

TABLE I.   

 

The vector of joint variables is given by;       𝜃 = [ 𝜃1  𝜃2  𝜃3   𝜃4  𝜃5 ]
𝑇 

 

The vector of joint distances is given by;        𝑑 = [ 𝑑1  𝑑2  𝑑3   𝑑4  𝑑5 ]
𝑇 

 

The vector of joint lengths is given by;         𝑎 = [ 𝑎1  𝑎2  𝑎3   𝑎4  𝑎5 ]
𝑇 

 

The vector of link twist angle is given by;     𝛼 = [ 𝛼1  𝛼2  𝛼3   𝛼4  𝛼5 ]
𝑇 

 
 Denavit-Hartenberg (D-H) parameters are a collection of 
four parameters as depicted in figure (2) for a 4 DOF robot 
plays a crucial role in the robot kinematics. With the use of 
D-H representation a systematic way to express relationships 
between consecutive links in a robotic serial manipulator is 
provided. Hance, this method provides the mathematical 
foundation which is adaptable to a numerous robotic design. 
It also essentially defines the position and orientation for 
each link in relation to the other one link that comes before 
this link [2]. 

 

 
 

Fig. 2. Denavit-Hartenberg Parameters Labeling of 4-Degree-of-
Freedom Robot 

Symbol 
DH 

Parameters 

 

Description 

𝒅𝒊 Joint Offset 

 

Intersections Length of joint axis to 

common normal 

𝛉𝒊 Joint Angles 

 

Angle in between the normal plane 

to joint axis and orthogonal 

projections 

L 
Link 

Lengths 

 

Axis to the common normal distance 

𝜶𝒊−𝟏 Twist Angle 

 
 

Orthogonal projections of joint axis 

on the normal plane to common 

plane Angle. 
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C. Model of Forward Kinematics 

The 4-Degree-of-Freedom Forward kinematic model uses the 
Denavit-Hartenberg (DH) parameters in determining the end 
effector position and orientation based on joint angles for the 
robot. On an initial level, the DH parameters define each 
joint geometry including the link length, Joint angles, Joint 
offset and Twist angles. With the help these settings in place 
the transformation matrix for each joint explaining the 
transition between adjacent links as the robot moves is 
generated. A single transformation matrix indicating the total 
effect of each joint movements to the end effector frame 
from the base frame is generated via the multiplication of 
matrices. This transformation matrix provides a solution to 
the problems of forward kinematics by extracting the end 
effector orientation and location. The matrix for joint number 
1 to ith can be calculated as shown in equation (1). 

𝐴𝑖−1
′  

=   [ 

cos 𝜃 −sin 𝜃 0
sin 𝜃 cos 𝜃 0

0 0 1
    

0
0
0 

   0              0        0     1

] [ 

1 0 0
0 1 0
0 0 1

    
𝛼
0
𝑑 

0    0    0     1

] [ 

1 0 0
0 cos 𝛼 −sin 𝛼
0 sin 𝛼 cos 𝛼

    
0
0
0 

0        0               0        1

] 

 

𝐴𝑖−1
′  =   [ 

cos 𝜃 −sin 𝜃. cos 𝛼 sin 𝜃. sin 𝛼
sin 𝜃 cos 𝜃 . cos 𝛼 −cos 𝜃. sin 𝛼

0 sin 𝛼 cos 𝛼
    

𝑎. cos 𝛼
𝑎. sin 𝜃

𝑑 
0                    0                        0                        1 

]       (1) 

 

By multiplication of matrices as depicted in equation (2) 
gives the transformation matric. 

 

             𝑇4 
0 =  𝐴1 . 𝐴2 

1  . 𝐴3. 
2  𝐴4 

3
 

0                         (2) 
 

 

The model of the robot forward kinematic was validated 
using the MATLAB. A brief understanding of the kinematic 
behavior of robot was obtained with the use of numerical 
analysis and also the visualization in the MATLAB 
environment. The results are contrasted and graphically 
depicted by giving different sets of angles into both the 
forward kinematics model established and implemented in 
MATLAB environment. 

TABLE II.   

 
 

Joint Angles 
( θ ) 

 

Symbol 

𝒂𝒊−𝟏 𝒅𝒊 𝒂𝒊−𝟏 𝛉𝒊 

S1 0 0 0 0 

S2 10 10 -90 0 

S3 10 10 0 0 

S4 10 10 0 0 

 

 

For example, with a joint angle configuration of [S1 S2 S3 
S4] for the values in Table III , the transformation matrix is 
given below in equation 3 and the visual representation is 
depicted in figure 2 

𝑇 =   [ 

1.0000 0.0000 −0.0000
−0.0000 −0.4481 −0.8940
−0.0000 0.8940 −0.4481

    
−0.0000

−13.3992
−7.9014 

    0.0000       0.0000        0.0000         1.0000 

]       (3) 

 

III. FORWARD KINEMATICS SOLUTION USING 

MACHINE LEARNING ALGORITHMS  
 

Problems related to machine learning can be classified in 
to three main types; regression, classification and clustering. 
In the context of predicting claw positions in mapping with 
non-linear input poses, the problem at hand falls under 
regression. An intelligent approach is employed, utilizing 
machine learning algorithms for obtaining forward 
kinematics solutions. This Section focuses on predicting the 
claw position of a 4 Degree-of-Freedom Robot using 
Multiple Linear Regression (MLR), Artificial Neural 
Network (ANN) and Decision-Tree Regression Techniques. 
The algorithms of machine learning are trained and 
implemented on MATLAB environment. The performance 
of these three models are being evaluated on the root mean 
squared error and R squared value basis. The predicted result 
is then compared with the actual value of the claw position. 
The result is basically the end effector position on the basis 
of joint angles. 

 

A. Dataset For Training Machine Learning Model 

The dataset is generated through the code in MATLAB 
through initializing arrays to store workspace points and the 
link points. The code iterates for all the combinations of joint 
angles within the specified limits of theta_range (θ) for 
calculating forward kinematics using DH parameters. For 
every combination, the end effector position (x, y, z) is 
calculated and both workspace and the link point are stored. 
Finally, the dataset is populated with joint angles (θ) and the 
corresponding end effector positions. Figure 3 shows the 
robot workspace with links and table III shows the dataset 
with values of joint angles and the end effector position. 

TABLE III.  SAMPLE OF THE EXPERIMENTAL DATASET 
 

 𝑺𝟏(𝛉𝟏) 𝑺𝟐(𝛉𝟐) 𝐒𝟑(𝛉𝟑) 𝐒𝟒(𝛉𝟒) 𝑿 𝒀 𝒁 
1 -1.5708 -1.5708 -1.5708 -1.5708 -0.6031 -1.5708 -1.5708 
2 -1.5708 -1.5708 -1.5708 -1.2217 -2.3396 -1.5708 -1.5708 
3 -1.5708 -1.5708 -1.5708 0.8727 -5.0000 -1.5708 -1.5708 
4 -1.5708 -1.5708 -1.5708 -0.5236 -8.2635 -1.5708 -1.5708 
5 -1.5708 -1.5708 -1.5708 -0.1745 -11.7363 -1.5708 -1.5708 
6 -1.5708 -1.5708 -1.5708 -0.1745 -15.0000 -1.5708 -1.5708 
7 -1.5708 -1.5708 -1.5708 0.5236 -17.6604 -1.5708 -1.5708 
8 -1.5708 -1.5708 -1.5708 0.8727 -193969 -1.5708 -1.5708 
9 -1.5708 -1.5708 -1.5708 1.2217 -20.0000 -1.5708 -1.5708 
10 -1.5708 -1.5708 -1.5708 1.5708 -4.0233 -1.5708 -1.5708 
11 -1.5708 -1.5708 -1.5708 -1.5708 -5.7958 -1.5708 -1.5708 
: : : : : : : : 

10000 -2.3701 -3.3498 -1.2217 -3.7892 -3.8495 -4.6590 4.8908 
 

The column 1 to column 4 shows the values of joint angles 
(S1, S2, S3, S4) and the column 5, 6 and 7 shows the 
corresponding end effector position variable values (x, y, z). 
The dataset as shown in Table 3 has 10,000 values. This 
dataset is used later for training of machine learning 
algorithms. 
 

B. Machine Learning (ML) Algorithms 

For determining the forward kinematic the machine 
learning algorithms used are Multiple Linear Regression 
(MLR), Artificial Neural Network (ANN) and Decision-Tree 
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(DT) Regression techniques. The following machine learning 
algorithms are trained and implemented of MATLAB. 

1) Multiple Linear Regression (MLR) 

The Multiple Linear Regression  is defined as a straight 
forward regression technique for employing multiple 
variables in predicting the response or output variable. A 
connection between each joint angles and the end effector 
position variables is used in this technique. The equation 
general form for Multiple Linear Regression of multiple 
independent variables and single dependent variables is 
expressed as follows in equation (4). 

             𝑦 𝑖 =  𝑏0𝑖 + 𝑏1𝑖 . 𝑥1𝑖 + ⋯ + 𝑏4𝑖 . 𝑥4𝑖                        (4) 

Here for our work the “yi” represents the estimated end 
effector position of the 4 DOF robotic claw and x1 to x4 
denote the four joint angles (θ) of the robot S1, S2, S3 and 
S4. The first joint S1 is of arm claw, the joint S2 and S3 is 
the elbow and shoulder joint respectively to move the arm to 
the desired position. The S3 joint is base joint to rotate the 
robot arm. 
 

 

   

 

         Fig. 3. Graphical Representation of the 4-Degree-of-Freedom 
Robot Workspace with Links demonstration on MATLAB  

           

2) Decision-Tree (DT) Regression 

It is the machine learning algorithm that is being used in 
predicting the target variable value by imposing the learning 
simple decision rules inferred from the data features. This 
technique works by recursively partitioning the feature 
values (parent/root node) and then fitting a simple model 
specifically a constant value within each subset (Decision 
Node). Figure (4) illustrates the simple representation of 
Decision Tree Regression in general for this work with root 
node, Decision node and leaf nodes. 

The decision tree regression predicts the continuous target 
variable by taking the average of the target values of all the 
training instances within each and every leaf node. 

To illustrate how decision tree regression can be used to 
predict the end effector position (x, y, z) of a 4 DOF robot 
with 4 joint angles as input, we will train the Decision Tree 

Regression Model where the input features will be the joint 
angles ((𝜃1, 𝜃2, 𝜃3 , 𝜃4 ) and the output variable is the end 
effector position (x, y, z). The Decision Tree algorithm will 
learn to predict the position of end effector on the basis of 
each joint angles. After that the model performance will be 
evaluated on the root mean squared error (MSE) and R2 (R-
squared error) basis. Hence in the work the trained model can 
be used for the prediction. This prediction capability can be 
used in various robotics applications [8]. 
 

 

 

 
 

 

Fig. 4.  A Simple Representation of Decision Tree used for Prediction of 
End Effector Position of the 4-Degree-of-Freedom Robot in Three 

Dimension Workspace. 

 
 

3) Artificial Neural Network (ANN) 

The ANN (Artificial Neural Network) is defined as 
computational model which come to existence after being 
inspired by the structure and the functioning of human brain 
biological neural networks. This technique comprises of the 
interconnected neurons, or nodes that are organized in layers 
;  output layer, input layer and hidden layer (if any). Each of 
the neuron receives inputs and preforms a desired 
computation and then pass out the result to the neurons in the 
next layer.  
 

 

 
 

Fig. 5. A Simple Representation of Artificial Neural Network Topology used 
for Prediction of End Effector Position of the 4-Degree-of-Freedom Robot in 

Three Dimension Workspace. 
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The ANN can be used to predict end effector position of a 4-
degree-of-freedom (DOF) robot on the basis of 4 joint 
angles. We train the neural network using the training data. 
During the training of an ANN the network adjusts its biases 
and weight iteratively for minimizing the predicted end 
effector position and the actual positions in the training data. 
This is typically be done by using Gradient Descent 
algorithm on the backend of all the ML algorithms. One the 
model got trained we will evaluate its performance on the 
ground basis of RMSE (Root Mean Squared Error).  

The capability of ANN for capturing the complex and a non-
linear relationship between the inputs and the outputs make it 
suitable for the prediction of end effector position of a 4 
DOF robot based on joint angles. Just by adjusting the 
architecture and training parameters of neural network, the 
performance for specific prediction can be optimized. The 
ANN techniques is widely used in robots. The figure 5 
shows the Artificial neural network topology used in this 
work. 

During the ANN training, numerous parameters are adjusted, 
including hidden layer counts, neurons quality within each 
hidden layer and the activation function choice applied at 
both the hidden and outer layer. The activation functions like 
sigmoid, tanh, Linear, and the (ReLU) Rectified Linear Unit 
are employed during the training duration. More over 
optimization methods including the Stochastic Gradient 
Descent (SGD) and (Adam) adaptive moment estimation are 
utilized for refining the weights during the duration of 
training. The keen and careful selection of all these 
parameters leads to notable enhancement in prediction 
accuracy. The of epochs is set at 1,000 as a maximum 
number, as empirical evidence shows that the accuracy, as 
measured by metrics like (R2) R-squared and (RMSE) root 
mean square error, does not notably improve beyond this 
threshold. The result of training ANN on MATLAB 
environment for our work is depicted in Table 4. 

TABLE IV.  ANN MODEL TRAINING ON MATLAB PLATFORM 
 

 

Data Division 
 

Random 

 

Performance 
 

  Mean Squared Error 

 

Epoch 
 

1000 

 

Computational Time 
 

0:00:13 

 

Performance 
 

0.000100 

 

Gradient 
 

0.266 

 

 

IV. RESULTS AND DISCUSSIONS 
 

The dataset is compiled comprising of 10,000 entries for 
both inputs ( joint angle values ) and outputs (end predictor 
values) which was subsequently utilized for training of  the 
Machine Learning Algorithms. The end effector position 
actual value is calculated through analytical approach using 
the forward kinematics with DH parameters techniques. The 
predicted value is obtained from the machine learning 
algorithms implemented on MATLAB environment. The 

performance of these algorithms is accessed by measuring 
the variance between the predicted and the actual value. 
However, the model's evaluation may vary depending on the 
random selection of samples within the training set, 
potentially resulting in either underestimation or 
overestimation.  

The performance of every algorithm is evaluated on the 
basis of RMSE. Table 4 shows the values of end effector 
determined through (MLR) Multiple Linear Regression,  
(ANN) Artificial Neural Network (ANN) and Decision-Tree 
(DT) Regression. The actual value is also written. The values 
are found for the joint angle values. The visual representation 
for the actual and predicted end- effector value is shown in 
figure (7). The values given for actual and predicted end 
effector position is calculated on the basis of joint angles 
given in equation 5. 

   [𝜃1   𝜃2   𝜃3   𝜃4] = [ 0,   −
𝑝𝑖

2
,    −

𝑝𝑖

2
,    0 ]             (5) 

The dataset is compiled comprising of 10,000 entries for 

both inputs (joint angle values) and outputs (end predictor 

values) which was subsequently utilized for the training of 

the Machine Learning Algorithms. The actual value of the 

end effector position is calculated through analytical 

approach using the forward kinematics with DH parameters 

techniques. 

TABLE V.  ACTUAL AND PREDICTED VALUES OF END EFFECTOR          

POSITIONS OBTAINED FROM MATLAB PLATFORM 
 

 
End Effector Position 

 
X 

 
Y 

 
Z 

 

Actual Value 
 

26.841406 
 

-10.000000 
 

18.918461 

 

Multiple Linear Regression 
(MLR) 

 

17.735263 
 

-3.969662 
 

17.148879 

 

Decision Tree Regression 
 

28.214849 
 

-12.180011 
 

18.782643 

 

Artificial Neural Network 
 

26.871022 
 

-11.481421 
 

18.872894 

 

 

The predicted value is obtained from the machine 
learning algorithms implemented on Here's a table 
summarizing the (R2)  R-squared and (RMSE)  Root Mean 
Squared Error values for each machine learning algorithm. 

 

TABLE VI.  ERROR ESTIMATION BETWEEN ACTUAL AND PREDICTED 

RESULTS  OBTAINED FROM MATLAB PLATFORM 

 

 

 
Multivariable 

Linear Regression 
Decision Tree 

Regression 
Artificial Neural 

Network 

RMSE (X) 
 

9.105143 5.374741 0.030384 

RMSE (Y) 
 

6.030947 5.399014 1.481579 

RMSE (Z) 
 

0.000000 0.000000 0.045567 

R2 (X) 
 

0.628651 
 

0.868257 0.999999 

R2 (Y) 
 

0.805418 0.840723 0.987424 

R2 (Z) 
 

1.000000 1.000000 0.999938 
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Table V shows the (RMSE) Root mean squared error and 
(R2) R-squared error for the (MLR) Multiple Linear 
Regression, (ANN) Artificial Neural Network and Decision-
Tree (DT) regression which is found on MATLAB as a result 
of each algorithm. For Multiple Linear Regression (MLR) 
RMSE values are relatively high that indicates a noticeable 
deviation between the predicted and actual values. R2 values 
suggest moderate to good fit for the X and Y coordinates, but 
an excellent fit for the Z coordinate. Thus, MLR did not 
satisfies the demand and lags to capture the complex 
relationships between variables. Hence it had higher error as 
compared to other two algorithms used in this study. 

For Decision-Tree Regression the RMSE values are 
lower in comparison with MLR. Thus, it performs well as it 
has ability to map non-linear relationships and handle 
interactions between the variable effectively. 

For the Artificial Neural Network, the root mean squared 
error is extremely low as mentioned earlier in table V. So, 
there is a very small deviation between the actual and 
predicted value which can be easily being observed in Figure 
(7) in comparison with MLR and Decision-Tree Regression. 
R2 values are closed to 1 suggesting an excellent fit for all 
coordinates. Hence, it proves that for this work ANN excel in 
capturing the complex patterns and non-linear relationships, 
resulting in better performance compared to other algorithms 
to predict end effector position of 4 DOF on the basis of joint 
angles. 

 

 
\ 

 

Fig. 6. Graphical Representation of Actual and Predicted End Effector 
Position of 4-Degree-of-Freedom through trained MLR, Decision-Tree 

Regression and ANN models. 

   In summary, the decision tree regression and artificial 
neural network models outperform multivariable linear 
regression in accurately predicting the end effector position. 
The decision tree regression model performs exceptionally 
well, achieving zero error for the Z coordinate. The artificial 
neural network model demonstrates outstanding performance 
with negligible errors across all coordinates, showcasing its 
effectiveness in handling complex data patterns for the work. 

 

V. CONCLUSIONS 

This study explores the machine learning algorithms to 
predict the operational area of 4-Degree-of-Freedom robot 
end effector position based on joint angles. The Forward 
Kinematics While Multiple Linear Regression shows 
moderate performance, Decision Tree Regression excels 
with lower errors c. However, Artificial Neural Network 
emerges as the top performer, showcasing remarkable 
accuracy in predicting end effector positions. These findings 
highlight the potential of machine learning in enhancing 
robotics autonomy and task planning. 
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Hybrid Approach to solve Thermal Power plants Fuel cost 

Optimization using Ant Lion Optimizer with Newton based 

local search technique 

Abstract — The optimization of the power system is a complicated 

problem that is extremely non-convex and nonlinear because of 

the many real-world constraints involved. Deterministic power 

system optimization strategies are unable to yield global optimal 

outcomes because the entrapment in local optimum zones. 

Stochastic approaches have been frequently used to handle these 

difficulties. Ant-Lion Optimizer is among them inspired by 

hunting behavior of Ant-loin such Biological, swarming, and 

ecology-based hybridization algorithms with local search methods 

SQP, IPA, and active set. These three are among common 

hybridized strategies that show promise for solving such 

challenges. Despite the fact that several metaheuristic algorithms 

are proposed for solving power system optimization problems the 

strength of hybridized global search-based techniques has not 

commonly been applied to power system optimization with 

economic load dispatch in particular. Results from findings proves 

for 3 and 13 bus system that hybridized-ALO outperforms modern 

optimizations methods.  

Keywords: Economic load dispatch; Energy; Ant-loin; 

Optimization; Metaheuristics. 

I. INTRODUCTION 

                 Due to the rising cost of producing electricity and 

the depletion of fossil fuels utilized in thermal power 

generating units, optimal Economic Load Dispatch (ELD) 

has gained significant attention in today's modern power 

system. The primary goal of the ELD problem is to 

distribute thermal power generating units' active power 

generation output as efficiently as possible while accounting 

for power system operational restrictions. The overall 

energy capabilities of electrical energy generation grow 

through the reduction of the generation cost and the 

enhancement of system reliability through optimum active 

power allocation. Because there are so many real-world 

power system scenarios, the research community is more 

interested in taking a realistic approach to solving the 

conventional ELD problem[1]. Due to the multilevel steam 

generating valves connected to contemporary steam 

powered thermal power generating units, also known as the 

valve point loading effect (VPLE), the input-output fuel cost 

generation curve is essentially non-differentiable, non-

convex, and non-linear. These steam valves open 

systematically, which causes ripples in the fuel-cost 

characteristics curve. Conventional fossil fuel-based 

thermal power plants emit a variety of harmful gases (SOx, 

NOx, and COx) into the atmosphere, contributing to 

environmental pollution and global warming[2]. Some of 

the generating unit shaft's bearings are subject to physical 

constraints known as prohibited operating zones (POZs) 

because of enhanced vibrations in specific areas along the 

rotating axis of the shaft. In recent years, there has been a 

lot of focus on renewable energy generation sources 

including while optimal power flow is taken into account 

for transporting electrical power over long distances to 

avoid power losses, optimal generation allocation and sizing 

are important factors in power system optimization for 

electrical power generation to lower fuel generation cost. 

Due to power losses from long-distance transmission lines 

and poor voltage regulation from a heavily loaded network, 

the efficiency of the power system effectively decreases. On 

the other hand, by lowering generation costs and power 

losses, taking into account the integration of renewable 

energy sources and their ideal placement inside 

conventional power systems can improve system reliability. 

Appropriate planning is required for the integration of 

renewable energy into conventional systems in order to 

prevent operational issues that could compromise system 

performance and dependability.  In order for the power 

system to run efficiently and affordably, a number of 

generating units made up of thermal units renewable energy 

sources should be managed optimally considering practical 

constraints of real-world power system[3].Genetic 

algorithm was applied in [4] for economic load dispatch to 

reduce the fuel cost. With the incorporation of emissions the 

cost of production is increased [5] uses hybrid PSO with 

SQP to solve economic emission problem. 

The main aim of our work is to reduce cost of production 

for three and thirteen units system incorporating hybrid 

methods.  

II. MATHEMATICAL MODEL 

The fuel cost and mathematical model of optimizer are 

described below. 

 
A. FUEL COST EQUATION 

Economic load dispatch problem is presented by quadratic 

equation. The values of cost coefficients can be taken from 

[11] fuel cost is related to power as: 
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In equation 1, F(p) presents total generation cost in $/hr 

whereas u, v and w are fuel cost equations. Includes loading 

on generators on value openings. 

 While second equation 2 models cost function with value 

point loading cost is multiplied with sin function. 
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B. ANT-LION OPTIMIZATION 

ALO design got inspired from hunting style of Ant- lions. 

Ant lions are originated from myrmeleontide family. Ant-

lions life span in adulthood lasts only for 3 to 5 weeks out of 

its 3 years age in which they prey rest of the life it reproduces 

its off spring. Ant- lions are known for their different style to 

prey ant’s insects. Ant-lions digs out special cone (v) shaped 

trap in mud to hunt the ants[6]. The edges of cone are sharp 

Ant-lions tries to catch the prey with in trap range and place 

its self in middle of cone under sand. Ants tend to slip at sharp 

edges while ant lions through the sand grains at edge of the 

cone. When ant tries to leave trap during random movement, 

Ant-lions trap size is directly related to the hunger. 

 
 Operations of ALO 

 

           The ants move randomly in the trap and are modeled 

as  

 

      1
( ) 0, 2 1 , 2 1

N
x T cummsum S T cummsum S T       (3)  (1) 

 

In the above equation 

 x(T) denotes moment of ants 

 N shows total iterations number.  

 T is for step of walk in random way. 

 S is a random weight ranging from 0 to 1.  

 
Initializing position matrix of ants 

 

         Random position matrix of ants is generated denoted by 

ANTpos Each ant will move in different dimensions d and are 

equal to number of generators for ELD problem [5] also uses 

matrix, Position matrix of ants shown below 

 

11 12 13 1

21 22 23 2

1 2 3

;

d

d

pos

n n n nd

a a a a

a a a a
ANT

a a a a

 
 
 


 
 
 
   

 

 

 

 

 
   (4) 

                   
Fitness value calculation for ants 
 

                  Each ant is passed through the required objective 

function that will return fitness value of each ant saved in 

column vector denoted by OA. 

                               

  

 
 
 

(5) 

Fitness value calculation for ant-lions 

 

Each ant is passed through the required objective function 

that will return fitness value of each ant saved in column 

vector denoted by OAL 

 

         

11

21

1

;

n

oal

oal
OAL

oal

 
 
 


 
 
 
 

 

 
 

      
   (6) 

 

Random walk of ants 

 

During optimization process each ant updates its position by 

adopting random walk in random direction. equation 1cannot 

be directly adopted to update its position. Randomness of 

walk is normalized within range with specific constant.  

Trapping in Ant-lions pits 

Random walk of ants is affected by ant lion. Ants random 

walk in hyper sphere defined by vector e and d 

 

jd

t t te Ant lion e    (7) 

 

jd

t ttd Ant lion d          (8) 

te is minimal of variable d at t-th number iteration and 
td  

shows vector presenting maxima of  variable at t-th number 

iteration. 

Building trap 

Each ant is trapped by single ant lion whose Selection is on 

fitness during optimization. 

Sliding ant toward ant-lion and catching pray 

 

Once ant comes in the range of trap ant-lions through sand to 

detract and slip ants toward center while ant tries to escape. 

11

21

1

;

n

oa

oa
OA

oa
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Elitism 

 

Elitism is the solution which is best at any instant of 

optimizer running.  Best ant-lions are considered as elite so 

every ant moves randomly around that ant-lion. 

 

III. RESULTS AND DISCUSSION 

First case is applied to 3 unit system having power demand 

of 850 MW Economic load dispatch with Value point loading 

shows total cost is 8234.07174 ($/hr.)In case of three Units based 

ELD test system, Optimizer was set with initial setting of 

15000 search agents. Each case is run on 20 independent 

trials and best results are shown in Figure 1. Complete 

simulation results are shown in Table I. 

TABLE I.  OPTIMIZED VALUES OF POWER AND FUEL PRICE FOR 

THREE UNITS USING A.L.O (PD =850 MWATT) 

Unit With V_P_L_EE 

Best 

 

Best 

 

Unit 1 (MW) 300.26687 300.26687 

Unit 2 (MW) 399.99999 399.99999 

Unit  3 (MW) 148.73312 148.73312 

Fuel Cost($/hr.) 8234.07174 8382.728  

Total Power TP (MW) 850 850 

Each generator have to produce specific power depending on 

coffiecients with ALO optima alone results are shown in 

convergance curve it can be seen that after 100 iterations 

results are very close also test function is ploted.  

 

 

 

Figure 1: Convergence curve of A.L.O for three units 

 

 

second case is applied to 13 unit system having power 

demand of 1800 MW Economic load dispach with Value 

point loading shows total cost is 17934.3211 ($/hr.)In case of 13 

Units based ELD test system, Optimizer was set with initial 

setting of 15000 search agents and three dimension equaling 

to number of generators. Each case is run on 20 independent 

trials and best results are shown in Figure 2. 1000 iterations 

were set but can be seen that after 100 iteration solution start 

to converge.  

TABLE II.  OPTIMIZED VALUES OF POWER AND FUEL PRICE FOR 

THREE UNITS USING A.L.O (PD =1800 MWATT) 

Units 

With V_P_L_EE 

Best 

 

Unit  1 (MW) 548.3007 

Unit 2 (MW) 260.8828 

Unit 3 (MW) 235.9395 

Unit 4 (MW) 90.0035 

Unit 5 (MW) 101.4202 

Unit 6 (MW) 98.2217 

Unit 7 (MW) 99.5210 

Unit 8 (MW) 88.5453 

Unit 9 (MW) 87.1620 

Unit 10 (MW) 38.0000 

Unit 11 (MW) 41.0032 

Unit 12 (MW) 56.0000 

Unit 13 (MW) 56.0001 

Total Power (MW) 1800.0000 

fc ($/hr.) 17934.3211 

Complete simulation results are presented in Table II 

Moreover, the fine-tuning is carried out by Hybridizing 

procedures 
 

 

Figure 2: Convergence curve of A.L.O for thirteen units 

IV. HYBERDIZATION WITH LOCAL SEARCH RESULTS  

Hybridizing procedures ALO-SQP, ALO-ASA and 

ALO-IPA by taking the best results of ALO as a start 

point and continue with the refined values. Moreover, 
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results are summarized in Tables III for each scenario. 

Each three approaches are compared, one may observe 

that results of ALO-IPA are better in terms of 

convergence and accuracy while ALO-SQP gave better 

outcomes as tabulated in Table III considering ELD 

problem with VPLE.  

TABLE III.  HYBERDIZED WITH A.L.O 13 BUS (PD =1800 MWATT) 

 

Unit 

                         With V_P_L_EE 

ALO-SQP ALO-Active Set ALO-IPA 

Unit 1 (MW) 539.5587 538.6576 538.5587 

Unit 2 (MW) 74.7998 79.2048 88.1070 

Unit 3 (MW) 299.1993 300.1728 299.1993 

Unit 4 (MW) 59.0000 60.0000 60.0004 

Unit 5 (MW) 159.7331 180.0000 159.7332 

Unit 6 (MW) 109.8666 109.8846 108.8666 

Unit 7 (MW) 109.8666 109.8666 110.8666 

Unit 8 (MW) 60.0000 60.0000 60.0004 

Unit 9 (MW) 109.8666 60.0000 109.8666 

Unit 10 (MW) 40.0000 40.0001 40.0005 

Unit 11 (MW) 90.7094 114.8132 77.4000 

Unit 12 (MW) 92.3999 92.4003 92.4002 

Unit 13 (MW) 55.0000 55.0000 55.0005 

Power Total 1800.0000 1800.0000 1800.0000 

Fuel Cost 18118.1679 18558.4847 18122.5229 

Each generator have to produce specific power depending on 

coffiecients with ALO optima alone results are shown in 

convergance curve it can be seen that after 100 iterations 

results are very close also test function is ploted.  
 

 

Figure 3: Simulated illustration of integrated ALO-SQP for thirteen 

13 units with V-P-L-E 

Active set finds equality constraints in inequality 

constraints it can be seen that after 100 iterations results are 

very close also test function is ploted.  
 

 

 

Figure 4: Simulated illustration of integrated ALO-Active Search for 

thirteen-unit system with V-P-L-E 

IPA approach combines the best features of perturbation 

analysis and sequence quadratic programming in a unified 

framework it can be seen that after 100 iterations results are 

very close also test function is ploted.  
 

 

 

Figure 5: Simulated illustration of integrated ALO-IPA for thirteen-

unit system with V-P-L-E 

 

V. COMPARISON  

The effectiveness of ALO is compared with latest four 

techniques for case of 13 units having power demand of 

1800MW .These methods include teaching learning optimizer 

[7], Harmony search optimizer [8], Quazi oppositional inertial 

weight [9] and Novel Heuristic optimizer [10] while 

comparison on fuel cost for same operating constraints the 

results are shown in Table IV 
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TABLE IV.  COMPARISON WITH STSTE OF ART MATHODS 
 

 TLBO 
[7] 

 

H-S 
[8] 

 

GPSO 
[9] 

 

MPSO 
[10] 

 

ALO 
 

Unit  1 (MW) 364.9 628.3 628.3 628.2 548.30 

Unit 2 (MW) 277.9 149.5 224.3 149.6 260.8 

Unit 3 (MW) 217.4 222.7 148.7 222.7 235.9 

Unit 4 (MW) 95.22 109.8 60 109.8 90 

Unit 5 (MW) 106.6 60 109.8 60 101.4 

Unit 6 (MW) 123.5 109.8 109.6 109.8 98.2 

Unit 7 (MW) 112.5 109.8 60 109.8 99.5 

Unit 8 (MW) 144.2 109.8 159.7 109.7 88.5 

Unit 9 (MW) 126.7 109.6 109.5 109.8 87.1 

Unit10 (MW) 60.23 40 40 40 38 

Unit 11 (MW) 48.47 40 40 40 41 

Unit 12 (MW) 91.36 55 55 55 56 

Unit 13 (MW) 81.23 55 55 55 56 

P total 1800 1800 1800 1800 1800 

Cost ($/hr.) 18141.2 17963.8 17978.6 17962.7 17934.3 
 

AS seen from chart below teaching learning optimizer [7] 

have highest fuel cost of 18141.2 ($/hr), Harmony search 

optimizer [8] is second, Quazi oppositional inertial weight 

[9]is third and Novel Heuristic optimizer [10] cost about 

17962.7($/hr) while ALO performs best among all with least 

cost. 
 

 

 

Figure 6: Fuel cost comparison chart 
 

VI. CONCLUSIONS 

This study explores the application of ALO with local search 

methods for economic load and emission dispatch, results of 

3 generator systems shows strength of ALO also ALO is 

compared with four state of art optimizers in terms of fuel cost 

for 13 generating units performance is best. With optimum 

allocation of these generators, not only cost is reduced but 

emissions are reduced Furthermore, this work can be extended 

by applying it to more big generating units and also problems 

related to reactive power compensation and generator 

scheduling for day ahead forecast. Also other factors like 

integration of wind and solar can be included in future work.  
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Abstract—Fires are the major cause of property damage,
injuries, and death worldwide. The ability to avoid or reduce the
effects of fires depends on their early identification. The accuracy
and responsiveness of conventional fire detection systems, such
as smoke detectors and heat sensors, are constrained. Computer
vision-based fire and smoke detection systems have been sug-
gested as a replacement for conventional systems in recent years.
To tackle the challenges a robust real-time framework has been
proposed, whereby, images are taken from cameras and using
a custom train YOLOv8 object segmentation model smoke and
fires are localized in the image which are then fed to an expert
system for alert generation. The expert system makes decisions
on the fire status based on its size and growth across multiple
frames. Furthermore, A new dataset was meticulously curated
and annotated for the segmentation task, to assess the efficacy
of the proposed system, comprehensive benchmarking was con-
ducted on the proposed dataset using a suite of benchmarks.
The proposed system achieved an mAP score of 74.9% on the
benchmark dataset. Furthermore, it was observed that employing
segmentation for localization as opposed to detection, resulted
in system accuracy improvement. The system can immediately
identify fires and smoke and send accurate alerts to emergency
services.

Index Terms—Yolo-v8; Instance Segmentation; Fire and Smoke
detection; Fire size; Fire spread; Emergency alert message;
Arduino Uno.

I. INTRODUCTION

Fire has played a major role in the advancement of human
society, but uncontrolled fires can lead to a significant loss
of human life and property, so it is essential to prevent such
types of fires because they can be widespread and result in
huge losses. The National Fire Protection Association (NFPA)
estimates that over 350,000 house-structure fires nationwide
require the help of fire departments annually, with direct
damages estimated to be around $7 billion. In addition, there
are 12,300 civilian fire injuries and about 2,500 civilian fire
fatalities per year [1]. In Pakistan, fire has caused hundreds
of casualties and infrastructural damage totaling billions of

rupees. One of Pakistan’s most damaging fire disasters is
thought to be the Baldia Town fire incident. However, the
relevant government officials have not drawn any lessons from
the situation [2]. Recently, a terrible fire in Lahore’s renowned
Hafeez Center destroyed hundreds of shops and caused traders
to suffer severe losses [3]. A strong communication network
is essential for the efficient operation of firefighting services.
Today, many buildings have built-in smoke detectors and fire
alarm systems as the most common fire detection method.
These systems are activated when smoke from a fire rises
and triggers sensors, usually located in the ceilings of the
buildings. These sensors then activate the fire alarm and fire
suppression systems however in 2018, 38% of fire alarms
failed to sound when there was a fire, and 45% of these
incidences were due to improper system positioning, according
to the Home Office of the United Kingdom [4]. While this
method is generally effective, there can be a delay between the
smoke rising and hitting the sensor, which can allow the fire to
spread quickly [5]. This delay should be minimized to prevent
fires from getting out of control so traditional fire detection
methods, including smoke detectors and heat sensors, may not
provide the level of accuracy and speed necessary to quickly
and effectively detect and respond to fires. In light of this, there
has been a recent surge in the development of Deep Learning
and computer vision-based fire and smoke detection systems
as an alternative approach. These systems utilize cameras to
gather visual data about the environment and apply machine
learning techniques to analyze and detect fires and smoke.
These Deep-learning techniques have been a major asset in the
extraction of relevant features that best represent fires. Such
methods have been applied to a wide range of fields, including
image classification, autonomous vehicles, speech recognition,
pedestrian detection, facial recognition, and cancer detection
among others, showcasing their effectiveness in detecting and
segmenting various object classes[6]. In this research, we
propose a real-time fire and smoke segmentation detection
system that uses the YOLO-v8 [7] object detection algorithm
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and an emergency alert and danger level warning system. The
proposed system is designed to detect fires and smoke in
real-time, providing accurate and timely alerts to emergency
services. The YOLO-v8 algorithm is trained on a custom-
segmented dataset of fires and smoke to identify these phe-
nomena in real-world environments. Additionally, the system
employs color and texture-based features for segmenting and
identifying the fire and smoke regions in the image. The
system also includes a danger level warning and emergency
alert that utilizes the size, location, and intensity of the fire
or smoke to determine the level of emergency. The system
can communicate the alerts to emergency services through
email and push notifications. The results of the experiments
demonstrate that the proposed system can detect fires and
smoke in real-time with high accuracy and provide accurate
and timely emergency alerts. The system also can segment the
fire and smoke regions in the image, providing more detailed
information about the emergency. We believe that the proposed
system has the potential to significantly reduce the impact of
fires on people and property. It serves as a valuable tool for
emergency response and building safety.

II. LITERATURE REVIEW

Advances in AI, machine learning, and deep learning have
fueled the widespread use of these technologies in fire and
smoke detection. Souidene Mseddi et al. [8] proposed a fire
detection model, combining YOLOv5 and U-net, achieving
99.6% accuracy. Ge Zhang et al.[9] enhanced YOLOv5 with
a Swin transformation, improving feature fusion and achieving
a 0.7% accuracy boost. Chen et al.[10] introduced a mixed-
gaussian algorithm and YOLOv5-based smoke detection with
94.7% accuracy and 66.7 FPS speed. Sun et al.[11] addressed
instance segmentation drawbacks with a semi-supervised tech-
nique and a lightweight SOLOv2 network, improving accu-
racy. Solorzano et al. [12] researched gas sensors for fire de-
tection, demonstrating persistent predictive calibration models.
Feiniu et al. [13] proposed a smoke segmentation model using
CNN with VGG16 architecture. Jiao et al. [14] utilized Yolo v3
for UAV-based forest fire detection, achieving 83% accuracy at
3.2 frames per second. Hao Xu et al. [15] Innovative algorithm
which was built using YOLOv5n. A SepViT Block was used
to replace the model’s final layer to strengthen the connection
between the backbone network and the global information. A
self-designed Light-BiFPN was also used to strengthen and
lighten the network, reduce information loss, and improve
accuracy and training convergence speed. Lastly, the Mish
activation function was employed. For real-time fire detection
on mobile devices, the Light-YOLOv5 significantly decreases
the number of parameters and computations while increasing
detection accuracy. Bhanumathi. M et al. [16] proposed image-
based techniques for fire detection using surveillance cameras.
They employ a background subtraction technique to detect fire
using an RGB color pattern and motion detection technology.
The technique seeks to spot fire quickly to protect people and
property from its danger. The proposed system makes use of
CCTV cameras to detect environmental changes brought on

by a fire. Fatma M. Talaat et al.[17] proposed a Smart Fire
Detection System (SFDS), which is based on the YOLOv8
algorithm, is a transformative approach to fire detection in
smart cities achieving a precision of 97.1%. One disadvantage
in this is the possibility of including unnecessary items within
the bounding box, making it difficult to identify the seriousness
of a detected incident. This ambiguity might cause difficulties
in discerning between circumstances that require immediate
attention due to risk and those that may be less critical.
SN Saydirasulovich et al.[18] presents an improved YOLOv8
model for UAV-based wildfire smoke detection, which ad-
dresses obstacles such as sluggish recognition and accuracy
issues. The model includes Wise-IoU v3, Ghost Shuffle Con-
volution, and the BiFormer attention mechanism, resulting in
a 3.3% improvement in average precision. Despite its success,
the model is highly sensitive to atmospheric conditions, which
can lead to false positives. Wahyono et al.[19]analyses Faster
RCNN, Yolov4, and Yolov5 for fire detection in surveil-
lance footage using datasets including FireNet, VisiFire, and
FireSense. Yolov5 scores the best on the FireSense dataset,
whereas Yolov4 excels with the highest TPR (84.62%) on
VisiFire. However, including undesired background implies
that more factors should be investigated in the future for better
accuracy, particularly taking into account real-world camera
constraints. Leibiao Hu et al.[20] proposed a noval YOLOv8
algorithm FSD-YOLOv8, trained on the FASDD dataset.
Specifically designed for accurate flame and smoke detection.
It incorporates a de-hazing stage for improved precision and
uses dilated convolutions to extract complex features. FSD-
YOLOv8 works better than traditional techniques. however,
its accuracy is reduced in dynamic lighting and continuously
smoke-filled environments. De Venancio et al.[21] presented a
low-power automatic fire detection system utilizing YOLOv4.
The suggested method reduces computational costs and mem-
ory consumption by up to an astounding 83.86%, respec-
tively. The model achieved a f1 score of 72% and a map
of 73.9% using the D-Fire dataset during training. X Xie et
al.[22] Propose a YOLOv5-based real-time flame detection
system for firefighting drones. A coordinate attention method,
enhanced small-target recognition, and a novel loss function
were introduced in the model to enhance the performance
of the model. The experimental findings reveal an average
precision of 96.6%, which is 5.4% higher than the original.
The lightweight structure of the algorithm makes it suitable
for firefighting drones and allows for fast identification. how
every its accuracy reduces in detection at night, indicating
potential directions for further study. Chayma Bahhar et al.[23]
suggests a novel method for detecting forest fires in real-time
by combining a classifier to increase precision and using an
ensemble of two YOLO architectures (Yolov5s and Yolov5l).
The FLAME dataset was used to train the model. The model
performs better than the others, as evidenced by the trial re-
sults, which show 0.87% recall and 0.8% precision. The model
is more resilient in a variety of forest fire conditions thanks
to the ensemble architecture which reduces false positives.

In summary, this work uses an organized approach. Our
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technique is described in Section III; the experimental setting
is described in Section IV; the dataset used and evaluation
measures are covered in Section V. Section VI presents the
findings and debates, while Section VII wraps up this work.

III. METHODOLOGY

The proposed system attempts to improve building fire
safety by installing a fire and smoke detection and alert system.
To assess visual data from cameras mounted in the building,
the system used the most recent fire detection algorithms.
The YOLO-v8 segmentation detection algorithm is the central
element of the suggested system which is used to examine
visual data from the cameras. The alarm is activated by
Arduino setup when fire or smoke is successfully detected
in real-time through cameras. The alarm’s activation notifies
the building’s residents of the fire emergency and began the
water spray, both of which aid in containing the fire’s progress.
The system also had a smoke sensor coupled to the Arduino
setup. If there is smoke in the building, the sensor will detect
it, which will cause the buzzer to sound and the water spray
to begin. As a result of the smoke sensor’s integration, the
system has a backup method of spotting fires. A danger level
warning system that gives real-time updates on the severity
of the fire emergency is another component of the planned
system. Building occupants and emergency services can react
to the fire emergency in an informed way thanks to the
warning system, which is based on the size of the fire, the
spreading of the fire, and the 1-minute time if the fire is still
detected by the YoloV8 model. The proposed system sends
emergency notifications to emergency services and building
inhabitants via email. The notification give emergency services
vital details about the location and severity of the fire, enabling
them to react to the emergency swiftly and effectively. It
is crucial to remember that the effectiveness and accuracy
of the suggested approach depend on the camera’s accurate
calibration. The whole methodology is shown through a block
diagram in Figure 1.

A. YOLO-v8 Instance Segmentation

YOLOv8-seg (You Only Look Once version 8) is a cutting-
edge object detection system that utilizes deep learning to
achieve real-time results. It uses a unique network architecture
to perform instance segmentation. The structure of yolo-v8
instance segmentation can be seen in Figure 2. YOLOv8-Seg
is a significant improvement in the YOLO family, designed
primarily for segmentation jobs. This model differs from
its predecessors with an improved backbone structure that
includes a 3 x 3 convolution, a C2f module, and an SPPF
module. The C2f module replaces the basic 6 x 6 convolution,
resulting in a lightweight architecture and improved gradient
flow with skip connections and split operations. Notably,
YOLOv8-Seg deviates from the traditional C3 module by
incorporating improved cross-stage partial networks (CSP) for
better residual connections. The head module demonstrates
complicated feature fusion algorithms that include PANet and
FPN, with major performance enhancements applied.

Figure 1: Methodology through block diagram

Figure 2: Represents all the layers present in the Yolo-v8
instance segmentation Architecture
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IV. EXPERIMENTAL SETUP

A. Experimental Environment

The Experiment was conducted using the Google Colab
platform.

B. Training

The training parameters for the fire and smoke detection
model are shown in Table I. The fire and smoke data set used
in the study was divided into a training set and a validation
set, with the proportion being 80:20.

TABLE I: Training Parameter.

Parameter Details
Picture size 640 x 640
Epochs 500
Batch size 16
Optimizer SGD
Learning rate 0.01
Early stopping Patience 40
Multi-scale 50%
Momentum 0.937

C. System deployment

The Arduino Setup used in this paper is shown in Figure 3.
Arduino UNO will receive information from both the camera
and the MQ2 Gas Sensor. When fire or smoke is detected by
the camera or smoke is sensed by the MQ2 sensor, Arduino
will turn on the Red light and buzzer.

Figure 3: Represent the Experimental Setup

The primary components that have been used in this setup
are:

i. Arduino Uno
ii. MQ2 Gas Sensor
iii. I2C LCD Display Driver
iv. 16x2 LCD display
v. Passive Piezo Buzzer
vi. Light-Emitting Diodes

V. EMPLOYED DATASET AND EVALUATION METRICS

A. Dataset:

In this paper, we proposed a novel data set for fire and
smoke gathered from images and videos. The data set contains
892 pictures in total, divided into three groups fire, fire-smoke,
and smoke. A wide variety of locations, including both indoor
and outdoor scenes were represented in the data set. The
instance segmentation task was performed on the data set
using the Label-Me tool and the annotation files were saved in
JSON format. To make the data set compatible with the Yolov8
framework, we wrote a code to convert the JSON format to
a txt format. This data set can be utilized for a variety of
tasks, such as object detection, semantic segmentation, and
fire and smoke instance segmentation, thanks to its accurate
annotations and wide set of photos depicting various situations.
The data-set high quality and diversity made it easier to create
more sophisticated algorithms and models for analyzing fire
and smoke. Random samples from the data set are shown in
Figure 4.

Figure 4: Illustrate fire and smoke images from over data-set

B. Evaluation Metircs

We assess the effectiveness of over model through:
i. F1-Score:

F1 = 2 ∗ precision ∗ recall
precision + recall

(1)

ii. Precision:
P =

True Positive
True Positive + False Positive

(2)

iii. Recall:
R =

True Positive
True Positive + False Negative

(3)

iv. mAP50:

MAP50 =
1

|X|

|X|∑
i=1

AvgP(zi) (4)

Where:
• |X| is the number of queries in the dataset
• zi is the i-th query in the dataset
• AvgP(zi) is the average precision for the i-th

query for the first 50 items in the ranked list

AvgP(zi) =
∑50

Y=1 P (Y ) ∗ rel(Y )∑50
Y=1 rel(Y )

(5)
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Where:
• P (Y ) is the precision at the Y-th item in the

ranked list, limited to Y = 1 to 50
• rel(Y ) is a binary indicator of whether the Y-th

item is relevant (1) or not relevant (0)
v. mAP50-90:

MAP50-90 =
1

|Q|

|Q|∑
i=1

AvgP(qi) (6)

Where:
• |Q|: is the total number of queries in the dataset.
• qi: represents the i-th query in the dataset.
• AvgP(qi): Average precision for the i-th query,

using only the top 50 to 90 ranked items.

VI. RESULTS AND DISCUSSION

The training outcomes of different models on the proposed
dataset of fires and smoke are shown in Tables II and III.
The training’s outcomes revealed that the system achieved an
f1-Score of 77.4% for Boxes and 75.7% for Masks. Every
model performed well but YOLOv8 Large was particularly
noteworthy as it produced the greatest results for masks in
terms of mAP@50 and map50-90 achieving 74.9% and 51.0%
respectively. The results of map50 for Boxes and Masks of
all models are shown in Figures 5 and 6. The precision and
recall results for boxes and masks were 86.4%, 70.2%, and
85.7%, 67.9% respectively. The fine-tuned YOLOv8 large
model was incorporated into the system due to its better results
in detecting fire and smoke masks. The real-time performance
of the system can be seen in Figures 7, and 8, showing an
excellent result in detecting fire and smoke. The emergency
alert system was successfully implemented in the model and
can send emergency messages if any of the three danger level
conditions are satisfied as shown in Figure 9

TABLE II: Results of the Bounding Boxes

Performance Evaluation metrics
Model F1 score Precision Recall mAP-50 mAP50-90
YOLOv5-n 73.4% 82.3% 66.3% 72.0% 44.8%
YOLOv5-s 76.5% 90.2% 66.5% 74.8% 51.1%
YOLOv5-m 75.4% 85.5% 67.5% 74.0% 51.2%
YOLOv5-l 76.0% 84.5% 69.1% 75.6% 54.1%
YOLOv7 76.9% 86.0% 69.7% 77.9% 55.3%
YOLOv8-n 73.4% 85.0% 64.6% 72.5% 49.3%
YOLOv8-s 73.7% 86.0% 64.6% 72.4% 50.8%
YOLOv8-m 76.2% 86.1% 68.4% 76.5% 56.1%
YOLOv8-l 77.4% 86.4% 70.2% 76.8% 55.8%

TABLE III: Results of the Masks

Performance Evaluation metrics
Model F1 score Precision Recall mAP-50 mAP50-90
YOLOv5-n 70.8% 79.4% 63.9% 68.7% 39.8%
YOLOv5-s 74.5% 87.9% 64.7% 72.5% 43.6%
YOLOv5-m 73.9% 83.9% 66.1% 72.2% 44.3%
YOLOv5-l 74.3% 87.3% 64.8% 72.7% 44.4%
YOLOv7 74.7% 86.9% 65.6% 70.7% 41.7%
YOLOv8-n 73.3% 84.9% 64.5% 72.6% 47.5%
YOLOv8-s 73.5% 85.7% 64.4% 72.3% 48.1%
YOLOv8-m 75.0% 84.7% 67.4% 74.9% 48.9%
YOLOv8-l 75.7% 85.7% 67.9% 74.9% 51.0%

Figure 5: Model training curves of mAP0.5 metric for bound-
ing boxes

Figure 6: Model training curves of mAP0.5 metric for seg-
mentation masks

Figure 7: Show that when the smoke sensor detects smoke it
starts the alarm and water spray

Figure 8: Show that when the Camera detects fire and smoke
it starts the alarm and water spray
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Figure 9: Show that when any danger level condition is
satisfied an emergency alert message is sent

VII. CONCLUSION

To ensure public and building safety we proposed and im-
plemented a system that uses the YOLO-v8 object segmenta-
tion detection technique for real-time fire and smoke detection.
The system was created to instantly detect fire and smoke and
send precise, timely alerts to emergency services and building
occupants. The system was fitted with a hazard level warning
system that was based on the size of the fire, spreading of
fire, and 1 minute perennially detection of fire. The YOLO-v8
algorithm was trained on a novel instance-segmented data set.
The trained algorithm achieves f1-Score of 75.7% and mAP50
of 74.9% for the Masks. The studies findings demonstrated that
the suggested system could accurately and promptly provide
emergency notifications while detecting fires and smoke in
real time with high precision. The suggested system showed
excellent potential in lessening the damage caused by fires
to people and property, and it might be an important aid in
emergency response and building safety. The novel instance
segmented data set, the hazard level warning system, and
the emergency alert system are the main contributions to this
research. In the future, the system performance can be further
enhanced by training the YOLO-v8 algorithm on a larger and
more diverse data set. The system for alerting of danger levels
and emergency alerts can be further improved by including
more complex algorithms to forecast how the fire or smoke
will develop as well as interacting with emergency response
systems.
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Modeling of Post-Myocardial Infarction and Its 

Solution Through Artificial Neural Network

Abstract: Cardiovascular diseases, particularly myocardial 

infarction (MI) constitutes a significant health concern globally. 

A myocardial infarction, which is commonly known as a heart 

attack, happens when a part of the heart muscle doesn’t get 

enough blood because of a blockage. Studying MI is complex 

and it requires looking at it from different angles. In recent 

years the fusion of mathematical modeling and artificial 

intelligence (AI) techniques has emerged as a promising avenue 

for understanding the complexities associated with MI. The 

primary goal of this study, is to provide an AI-based solutions of 

a new nonlinear mathematical model related to myocardial 

infarction phenomena. For obtaining the solution we will use a 

well-known deep learning technique, known as artificial neural 

networks (ANNs) with the combination of the optimization 

technique Levenberg-Marquardt back propagation (LMB). 

This combined method is referred to as ANNs-LMB. The results 

obtained from the model using ANNs-LMB are compared with 

a reference dataset constructed through the adaptive MATLAB 

solver ode45. The numerical performance is validated through 

a reduction in mean square error (MSE). The MSE is around 

𝟏𝟎−𝟔  and the obtained results by ANNs-LMB are almost 

overlapped with the reference dataset, which show the accuracy 

and efficiency of the proposed methodology. 

Keywords: Artificial Neural Network; Myocardial Infarction; 

Mathematical Modeling. 

I. INTRODUCTION 

Myocardial Infarction, often referred to as a heart 

attack, stands as a significant contributor to morbidity and 

mortality globally. Myocardial infarction causes 17.1 million 

deaths per year throughout the world [1]. Based on the latest 

statistics from the World Health Organization (WHO) the 

incidence of heart attacks in Pakistan, it was reported that 

240,720 individuals lost their lives due to heart attacks in the 

year 2020. Smoking, inadequate physical activity, excessive 

body weight, elevated cholesterol levels, high blood pressure, 

and an unhealthy diet leading to elevated blood sugar are all 

factors that contribute to the risk of experiencing a 

myocardial infarction [2]. After a heart attack, the blockage 

in blood vessels stops oxygen and nutrients from reaching the 

heart muscle downstream. This causes damage to the heart, 

leading to a series of events like cell death, inflammation, and 

changes in the heart’s structure, resulting in scars, stiffness, 

and altered function. People who’ve had a heart attack often 

face serious heart complications later on [3]. 

 

To response MI, the left ventricular (LV) of the heart 

will change its structural and functional behavior i.e. LV size, 

shape and function called the remodeling of LV [4]. Because 

of limited availability of the experimental data and biological 

complexity of the LV remodeling, the understanding of post  

MI mechanism is a very complex process. By representing 

interaction of the factors such as blood flow, tissue 

oxygenation and cellular response through mathematical 

models can provide effective and valuable predictive 

capabilities. Previous studies [4, 5, 6], has explored the 

remodeling of left ventricular by using mathematical 

modeling. The approach employed in these articles involve 

using the numerical Runge-Kutta method with computer 

assistance to obtain the numerical solutions and collect 

various pieces of information. These investigations include 

exploring the important roles played by cytokines in the 

development of macrophages and other cells. Additionally, 

Zeigler et al. [7], has been investigated mathematical model 

for fibrosis, using an ordinary differential equations (ODEs) 

framework to predict behavior of collagen formation, 

breakdown, and aggregation. By using different assumptions, 

there exist some other papers [8, 9], include mathematical 

models to investigate the behavior of heart after myocardial 

infarction, but all have some specific limitations. Agent-

based models [10, 11] have been employed to study tissue 

fibrosis, while biomechanical models [12, 13] are also present 

in the literature. However, there is a scarcity of studies 

focusing on ODEs models. Dealing with changes in heart 

after myocardial infarction is always a challenge. 

 

Various disciplines, including health, biology, 

physics, chemistry, civil and mechanical engineering, and 

economics, extensively use mathematical models [14, 15, 16, 

17, 18, 19]. In particular, there is a notable emphasis on 

combining these models with deep learning techniques, 

especially focusing on multilayer neural networks. In 2018, 

Side et al. [20] emphasized the crucial role of mathematical 

science in preventing the spread of illnesses. In addressing 

the spread of viruses, a mathematical model can be 

implemented, as in 2021 Umar at al. [21] highlighted the 

significant role of mathematics in exploring disease 

outbreaks, spread, and predictive patterns, particularly in the 

field of epidemiology. To obtain numerical outcomes for 

these models, stochastic solvers based on artificial neural 

networks along with optimization techniques are employed. 

Sabir et al. [22] presents applications of artificial neural 

network with the combination of Levenberg-Marquardt back 

propagation for the COVID-19 in 2022. In 2023 Haider et al. 

[23] proposed a system of ODEs for the study of hepatitis B 

virus (HBV) through deep learning techniques i.e. artificial 

neural network with the combination of Levenberg-

Marquardt back propagation.  In this paper, we apply a deep 

learning methodology, specifically leveraging a widely 

recognized approach known as artificial neural networks, to 
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Figure 1: Diagram illustrating the cellular and molecular dynamics following 
a myocardial infarction. In the diagram, cells are depicted by boxes with 

black color, while green boxes contain cytokines and specific proteins. Two 

types of arrows are used: black arrows signify the physical transfer of cells 

between groups, for instance, the transition of 𝑀1 to 𝑀2 macrophages and 

vice versa. On the other hand, blue arrows denote interactions between 
distinct cell populations, like the release of cytokines by macrophages. The 

dotted black line represents the consumption rate of 𝑀𝑑 by 𝑀1. 
 

investigate the phenomenon of myocardial infarction. The 

goal of this study is to introduce numerical simulations of the 

remodeling of MI through a nonlinear system of ODEs, 

including different compartments of the post-MI 

phenomenon. The solutions of the system are obtained using 

artificial neural networks methodology supported by an 

optimization technique called Levenberg-Marquardt 

backpropagation. Furthermore, an analysis of various 

components of ANNs-LMB is conducted to assess the 

proposed methodology’s efficacy in achieving high accuracy 

and optimal performance. This method is suggested as an 

artificial intelligence-based approach for solving complex 

types of ODE systems with known initial conditions [24, 25, 

26, 27]. Some salient geographies of the designed study are 

given as follows: 

 

• The MI mathematical model presented in this study, 

is the modification of mathematical model proposed 

by Lafci et al. [3]. We add two more cytokines: 

Transforming Growth Factor beta (𝑇𝛽), and Tumor 

Necrosis Factor alpha (𝑇𝛼), in the nonlinear system 

of ODEs proposed by Lafci et al. [3]. TGF-β is 

involved in the regulation of cell growth, 

differentiation, apoptosis, immune responses, and 

other cellular functions. It acts as a signaling 

molecule in various tissues and cell types, 

influencing both physiological and pathological 

processes [28] and is produced by alternatively 

activated macrophages ( 𝑀2 ) and fibroblasts (F). 

TNF-α is a cytokine involved in inflammation and 

immune system regulation. TNF-alpha is produced 

mainly by activated macrophages (𝑀1) and damaged 

cardiomyocytes ( 𝑀𝑑 ) and can induce fever, 

inflammation, and cell death in certain tissues [29]. 

• The detailed descriptions of all compartments of the 

MI model are provided. 

• The AI based solutions of the model are performed 

by using a deep learning technique, ANNs-LMB in 

MATLAB. 

 

II. MATHEMATICAL MODEL 

By incorporating 𝑇𝛽  and 𝑇𝛼 , and introducing some 

modifications to the mathematical model proposed in [3], our 

enhanced model is formulated as: 
 

𝑑𝑀𝑐

𝑑𝑡
= −𝑘1𝑀𝑐                                                                     (1)                                                      

 
𝑑𝑀𝑑

𝑑𝑡
= 𝑘1𝑀𝑐 − 𝑘2𝑀1𝑀𝑑 − 𝜇1𝑀𝑑                                      (2)                 

                                    
𝑑𝐼𝐿1

𝑑𝑡
= 𝑘3𝑀𝑑 + 𝑘4𝑀1

𝑐1

𝑐1+𝐼𝐿10
− 𝑑𝐼𝐿1

𝐼𝐿1                             (3)                 

                               
𝑑𝐼𝐿10

𝑑𝑡
= 𝑘5𝑀2

𝑐2

𝑐2+𝐼𝐿10
− 𝑑𝐼𝐿10

𝐼𝐿10                                      (4)                                                    

 
𝑑𝑀0

𝑑𝑡
= 𝑘6𝑀𝑑 − 𝑘7𝑀0

𝐼𝐿1

𝐼𝐿1+𝑐𝐼𝐿1

− 𝑘8𝑀0
𝐼𝐿10

𝐼𝐿10+𝑐𝐼𝐿10

− 𝜇𝑀0    (5)                                                                                             

 
𝑑𝑀1

𝑑𝑡
= 𝑘7𝑀0

𝐼𝐿1

𝐼𝐿1+𝑐𝐼𝐿1

+ 𝜏1𝑀2
𝑇𝛼

𝑇𝛼+𝑐𝑇𝛼

− 𝑘9𝑀1

𝑇𝛽

𝑇𝛽+𝑐𝑇𝛽

− 𝜇𝑀1                                 

                                                                                           (6)                                       
𝑑𝑀2

𝑑𝑡
= 𝑘8𝑀0

𝐼𝐿10

𝐼𝐿10+𝑐𝐼𝐿10

+ 𝑘9𝑀1

𝑇𝛽

𝑇𝛽+𝑐𝑇𝛽

− 𝜏1𝑀2
𝑇𝛼

𝑇𝛼+𝑐𝑇𝛼

− 𝜇𝑀2                              

                                                                                           (7)                                      
𝑑𝐶

𝑑𝑡
= 𝑘10𝐹

𝐼𝐿10

𝐼𝐿10+𝑐3
+ 𝛼1𝐹

𝑇𝛽

𝑇𝛽+𝛽1
− 𝑘11𝐶

𝐼𝐿1

𝐼𝐿1+𝑐4
− 𝜏2𝐶

𝑇𝛼

𝑇𝛼+𝑐4
−

          𝑑𝑐𝐶                                                                            (8)                                      
𝑑𝐹

𝑑𝑡
= 𝑘12𝐹

𝐼𝐿10

𝐼𝐿10+𝑐5
+ 𝛽2𝐹

𝑇𝛽

𝑇𝛽+𝛽1
− 𝑑𝐹𝐹                              (9) 

 
𝑑𝑇𝛽

𝑑𝑡
= 𝛼2𝐹 + 𝛼3𝑀2 − 𝑑𝑇𝛽

𝑇𝛽                                            (10) 

 
𝑑𝑇𝛼

𝑑𝑡
= (𝜏3𝑀1 + 𝜏4𝑀𝑑)

𝑐6

𝑐6+𝑇𝛽
− 𝑑𝑇𝛼

𝑇𝛼                                (11)   

                                                                                            
The model’s parameters, along with their 

descriptions, values and units are listed in Table 1. This 

mathematical model captures the cellular and molecular 

dynamics associated with MI. It is derived from the depicted 

interactions in Figure 1, which serves as a flow diagram 

illustrating the system dynamics after MI, specifically 

focusing on scenarios of post MI without any medical 

interventions. 

 

Equation 1 shows how the number of heart muscle 

cells (𝑀𝑐) changes over time. Equation 2 explains how the 

number of damaged heart muscle cells (𝑀𝑑 ) changes over 

time. It goes up as healthy cells 𝑀𝑐 damage and decreases at 

rate of 𝑘2  and 𝜇1 . Equation 3 illustrates how the 

concentration of interleukin 1 cytokines (𝐼𝐿1) changes over 

time. These cytokines are released by both damaged heart 

muscle cells and a specific type of immune cells, classically 

activated macrophages (𝑀1). The impact of the inhibition by 

interleukin 10 cytokines (𝐼𝐿10) is modeled as a decreasing 

function, where 𝑐1  signifies the strength of inhibition. 

Equation 4 outlines the temporal evolution of 𝐼𝐿10. These 
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TABLE 1: MODEL’S PARAMETERS 
 

 

cytokines are released by specific type of immune cells, 

alternatively activated macrophages ( 𝑀2 ). A decreasing 

function is used to depict the inhibition of 𝐼𝐿10  by 𝐼𝐿1 . 

Equation 5 explains how the quantity of monocytes (𝑀0 ) 

changes over time. It rises as because of 𝑀𝑑 and declines due 

to two factors: the differentiation of 𝑀0 into 𝑀1 and 𝑀2, and 

a constant emigration rate. The transition of 𝑀0 into 𝑀1 is 

 Figure 2: Designed ANNs-LMB 
 

stimulated by interleukin 1, while the transition into 𝑀2  is 

promoted by interleukin 10 cytokines. Equation 6 delineates 

how the density of 𝑀1  changes over time. It increases when 

𝑀0   differentiates into 𝑀1  and 𝑀2  transferred into 𝑀1 

because of 𝑇𝛼 , and decreases when 𝑀1  transfer to 𝑀2  by 

stimulation of 𝑇𝛽  and emigration. Equation 7 portrays the 

temporal evolution of the density of 𝑀2. It increases when 𝑀0 

activates 𝑀2 and when 𝑀1 shifts to 𝑀2, and it decreases due 

to emigration. Equation 8 shows the variation in the density 

of collagen (𝐶 ) over time. It increases as fibroblasts ( 𝐹 ) 

produce collagen in response to stimulation by 𝐼𝐿10 and 𝑇𝛽. 

On the other hand, it decreases due to degradation caused by 

the presence of 𝐼𝐿1, 𝑇𝛼 and a constant decay rate represented 

by 𝑑𝑐. Equation 9 characterizes how the density of fibroblasts 

changes over time. It increases through stimulation by 𝐼𝐿10 

and 𝑇𝛽 but decreases due to death or emigration, represented 

by the rate 𝑑𝐹 . Equation 10 details the rate of change of 

transforming growth factor-β over time. It is secreted by both 

𝐹 and 𝑀2. Equation 11 represents the change of 𝑇𝛼 over time. 

It produces by 𝑀1  and 𝑀𝑑  with constant rates 𝜏3  and 𝜏4 

respectively. A decreasing function is used for representing 

the inhibition of 𝑇𝛼  by 𝑇𝛽 . In this equation 𝑑𝑇𝛼
 shows the 

decay rate of 𝑇𝛼 by considering its half-life time. 

 

III. METHODOLOGY 

The two-step approach to the stochastic numerical 

procedure for the MI mathematical model is used. The first 

step involves offering comprehensive and detailed 

explanations of the computational stochastic numerical 

procedure, which is centered on ANNs-LMB. The second 

step encompasses the implementation procedures that bolster 

the stochastic numerical computation for the MI nonlinear 

mathematical model. The implementation of ANNs-LMB is 

employed to analyze and utilize the computational stochastic 

numerical outcomes of the mathematical model for 

myocardial infarction. We use MATLAB for implementation 

of ANNs-LMB to obtain the results.   

 

The “MATLAB” implementation follows a specific 

structure depicted in Figure 2, comprising a single input 

layer, hidden layers, and output layers. The configuration 

involves 20 hidden neurons, n-fold cross-validation, a log-

sigmoid activation function, 20000 epochs, and the 

Levenberg-Marquardt optimization algorithm. It is important 

to highlight that the label data for input and targets are 

obtained from the standard numerical solution i.e. MATLAB 

solver command ode45. 

Parameters Description Values 

𝑘1 Death rate of 𝑀𝑐 0.3 

𝑘2 Rate at which 𝑀𝑑 are consumed by 

𝑀1 

0.003 

𝑘3 Rate of Secretion of 𝐼𝐿1 by  𝑀𝑑 0.0004 

𝑘4 Rate of Secretion of 𝐼𝐿1 by  𝑀1 0.0005 

𝑘5 Rate of Secretion of 𝐼𝐿10 by  𝑀2 0.0005 

𝑘6 Rate of recruitment of 𝑀0 based on 

𝑀𝑑 

0.4 

𝑘7 Activation rate of 𝐼𝐿1 to activate 𝑀1 0.7 

𝑘8 Rate of activation of 𝐼𝐿10 to activate 

𝑀2 

0.3 

𝑘9 Rate of transition from state 𝑀1 to 𝑀2 0.075 

𝑘10 𝐶 production rate by 𝐹 26 × 105 

𝑘11 Degradation rate of 𝐶 by 𝐼𝐿1 0.0003 

𝑘12 Fibroblasts growth rate 0.25 

𝑐1 Effectiveness of 𝐼𝐿10 inhibition on 𝐼𝐿1 2.5 

𝑐2 Effectiveness of 𝐼𝐿1 inhibition on 𝐼𝐿10 10 

𝑐3 Effectiveness of 𝐼𝐿10 inhibition on 𝐹 5 

𝑐4 Effectiveness of 𝐼𝐿1 and 𝑇𝛼  on 𝐶 10 

𝑐5 Impact of promoting of 𝐼𝐿10 on 𝐹 2.5 

𝑐6 Effectiveness of 𝑇𝛽 inhibition on 𝑇𝛼 0.0007 

𝜏1 Transition rate of 𝑀2 to 𝑀1 because of 

𝑇𝛼 

0.7 

𝜏2 Degradation rate of C by 𝑇𝛼 0.0003 

𝜏3 Rate at which 𝑀1 produces 𝑇𝛼 0.0007 

𝜏4 Rate at which 𝑀𝑑 produces 𝑇𝛼 0.000005 

𝛼1 Stimulation rate of transition of F to C 

by 𝑇𝛽 

10 

𝛼2 Secretion rate of 𝑇𝛽 by 𝐹 0.0167 

𝛼3 Rate at which 𝑀2 produces 𝑇𝛽 0.0144 

𝛽1 Effectiveness of 𝑇𝛽 promotion on 𝐹 0.00316 

𝛽2 Stimulation rate of 𝑇𝛽 on 𝐹 0.03 

𝑐𝐼𝐿1
 Impact of promoting of 𝐼𝐿1 on 𝑀1 10 

𝑐𝐼𝐿10
 Impact of promoting of 𝐼𝐿10 on 𝑀2 5 

𝑐𝑇𝛽
 Effectiveness of 𝑇𝛽 promotion on 𝑀2 0.00316 

𝑐𝑇𝛼
 Impact of promoting of 𝑇𝛼 on 𝑀1 10 

𝑑𝐼𝐿1
 Decay rate of 𝐼𝐿1 considering its half-

life time 

0.2 

𝑑𝐼𝐿10
 Decay rate of 𝐼𝐿10 considering its 

half-life time 

0.2 

𝑑𝐶 Decay rate of 𝐶 by some enzymes 0.002 

𝑑𝐹 Emigration rate of 𝐹 0.02 

𝑑𝑇𝛽
 Decay rate of 𝑇𝛽 considering its half-

life time 

4.06 

𝑑𝑇𝛼
 Decay rate of 𝑇𝛼 considering its half-

life time 

0.5 

𝜇 𝑀0,  𝑀1   and 𝑀2 emigration rate 0.2 

𝜇1 Removal rate of 𝑀𝑑 0.002 
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Figure 3: The performance of the used methodology ANNs-LMB to solve 
the MI mathematical model is presented in (a). Error histogram, and 

regression measure through ANNs-LMB are shown in (b) and (c) 

respectively. 
 

IV. NUMERICAL SIMULATIONS 

The parameters used in the numerical simulations 

are presented in Table 1, providing descriptions and values 

for each parameter. The initial values of all compartments 

used in the model are illustrated in Table 2. 

 

Numerical outcomes for the nonlinear dynamical 

model of myocardial infarction within the input range [0, 60] 

are obtained through the ANNs-LMB methodology. The 

results are generated by using MATLAB and depicted in 

Figures 3-6. 

 

The graphs illustrating calculated results for the MI 

mathematical model is presented in Figures 3-6. In particular,  

Figure 4: Function fit for output 
  

In particular, Figure 3 offers insights into the performance, 

error histogram with 20 bins, and regressions of the applied 

methodology. Specifically, Figure 3(a) displays the 

calculated mean square error, measures for the best curves 

during training, validation, and testing with optimal 

performance achieved at epoch 20000, which is 2.6795 ×
10−6. These visual representations underscore the successful 

convergence and precision achieved by used methodology. 

Moreover, in Figure 3(c), correlation measures are presented, 

highlighting the   regression performances. The correlation 

performances, expressed as the coefficient of determination 

( 𝑅2  values), predominantly approach 1, underscoring the 

precision in solving the model. These plots encompass 

training, validation, testing and collectively indicating the 

accuracy of the scheme. Finally, fitting curves are depicted in 

Figure 4 to show the comparison between training, validation, 

and testing of the used methodology. 

 

Figure 5 and 6 displays comparison plots of the 

solutions obtained by using the ANNs-LMB methodology 

and the true solutions (reference dataset constructed through 

MATLAB solver ode45) for the nonlinear dynamical system 

associated with myocardial infarction. Figure 5(a) compares 

the ANNs-LMB solution with the exact solution of the 

cardiomyocytes. We can observe that the solution obtained 

by ANNs-LMB and the exact solution are almost overlapped. 

Similarly, comparisons of dead cardiomyocytes, monocytes, 

macrophages and fibroblasts are presented in Figure 5(b)-

5(f). The comparison of cytokines and proteins after 

myocardial infarction are presented in Figure 6. These plots 

reveal a nearly perfect overlap between the exact solutions 

and those obtained by ANNs-LMB, underscoring the 

precision and effectiveness of the designed ANNs-LMB in 

solving the nonlinear system of differential equations related 

to the phenomena of myocardial infarction.  

 

V. DISCUSSION 

A mathematical model is constructed to encompass 

critical interactions among cardiac cells, immune responses, 

and matrix proteins following myocardial infarction. Our  
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Figure 5: Dynamical behavior of cells after MI  
 

 

model represents a notable improvement over earlier 

mathematical models, as highlighted in the work by Lafci et 

al. [3]. It stands out for considering significant biological 

factors, explicitly addressing the change of cardiomyocytes, 

the behavior of fibroblasts, and the deposition of fibrotic 

collagen in the context of post-myocardial infarction. 

Through numerical simulations, we tested the model’s ability 

to describe events following a heart attack. The model’s 

accurate predictability enhances our understanding of left 

ventricular remodeling after a heart attack. To derive 

solutions for the model, we used the deep learning strategy 

known as ANNs-LMB.  

  

Many papers on mathematical models lack visual 

representations, such as plots, that illustrate the evolution of 

various populations and species over time. While notable 

exceptions include the works of Jin et al. [4] and Wang et al. 

[5], Lafci et al.’s paper [3] stands out by providing insightful 

plots of evolution. To enhance understanding, we introduced 

changes to Lafci et al.’s model, particularly by adding two 

new compartments, TGF-β and TNF-α, and then solving the 

modified model by using deep learning strategy, specifically 

ANNs-LMB. 

 

Existing models related to MI, capture various 

aspects but often neglect key components. For example, 

Wang’s model considers the monocytes and macrophages  

Figure 6: Dynamical behavior of cytokines and proteins after MI 
 

 

relationship, inhibitory and synthesizing bio factors, yet 

overlooks collagen, fibroblasts, and cardiomyocytes. Jin’s 

model includes multiple elements but omits the behavior of 

cardiomyocytes. Zeigler et al. [7] primarily focus on 

fibroblast and collagen concentrations post-MI. Our study 

distinguishes itself by incorporating two additional 

compartments into the existing model proposed by Lafci et 

al., which plays a role in left ventricular remodeling after a 

myocardial infarction. Furthermore, we obtained solutions 

for the myocardial infarction mathematical model by 

applying the deep learning strategy ANNs-LMB. Despite its  

thoroughness, a limitation stems from the lack of clinical data 

to derive certain unknown parameters. This model’s 

limitation can be addressed in the future with more detailed 

data, allowing for a more precise representation of post-MI 

biological processes. Additionally, in this work we used 

eleven compartments of the MI phenomena, a simplification  

compared to the real-world scenario. Future improvements 

may involve including more compartments to reduce this 

limitation. 

VI. CONSCLUSIONS 

The objective of the current study is to apply deep 

learning strategies for the investigation of myocardial 

infarction through mathematical modeling. Several 

parameters in the mathematical model proposed by Lafci et 

al., for myocardial infarction are modified. The primary 

 
                          (a)                                                   (b) 

      
                         (c)                                                      (d) 

                                                                        
                          (e)                                                      (f)  
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                    (c)                                               (d) 
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alteration involves the addition of two more compartments, 

namely Transforming Growth Factor beta and Tumor 

Necrosis Factor alpha. Results of the nonlinear dynamical MI 

mathematical model are obtained by using a deep learning 

technique ANNs-LMB. The mathematical model is 

dependent on eleven dimensions.  

 

Validation, testing, and training processes are 

conducted utilizing ANNs-LMB for the MI mathematical 

model. The numerical solutions derived from the model are 

compared with a reference dataset constructed through 

MATLAB. The outcomes demonstrate a notable overlapping 

with the reference dataset, underscoring the accuracy of the 

used methodology. Additionally, the results are further 

validated through the reduction of MSE. To evaluate the 

precision, reliability, and efficiency of the approach, various 

analyses, including MSE, error histogram and regressions are 

used in this study. 
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Honey Adulteration Detection through 

Hyperspectral Imaging And Machine Learning 

Abstract— The purity and authenticity of honey are paramount 

for ensuring consumer trust and maintaining the integrity of the 

honey industry. There is a pressing need for advanced and 

efficient detection method for increasing prevalence of honey 

adulteration. A publicly available dataset with spectral features, 

extracted through hyperspectral imaging, across different 

classes of honey and adulteration level has been examined and 

various machine learning models were developed to identify 

honey adulteration concentration and type of honey. The dataset 

was balanced and a five-fold cross validation technique was used 

to train the machine learning models.  Random forest was found 

to perform better with an accuracy of 99.69% than the one 

reported in literature (95%). The proposed approach aims to 

provide an accurate and cost-effective solution to address the 

challenges associated with honey adulteration, contributing to 

the enhancement of honey quality assessment and consumer 

confidence.      

Keywords: Honey Fraud Detection; Hyperspectral imaging; 

Machine Learning. 

I. INTRODUCTION 

Honey, a natural product cherished for its nutritional benefits 

and distinct flavor. The rise in demand for honey has created 

a lucrative market, tempting some to engage in fraudulent 

practices to meet the increasing supply demands. Common 

adulterants, such as sugar syrups and other sweeteners, are 

employed to dilute pure honey. The deliberate dilution or 

contamination of honey compromises its quality, posing 

serious concerns for both consumers and the honey industry. 

Traditional methods of detecting adulteration often prove 

inadequate in addressing the evolving techniques employed 

by unscrupulous entities. This necessitates the development 

of advanced methodologies that not only discern subtle 

variations but also ensure rapid and reliable results. 

 

Hyperspectral imaging emerges as a powerful tool in this 

context, offering a non-destructive means of acquiring 

detailed spectral information from honey samples across a 

broad range of wavelengths. This technology enables the 

extraction of intricate chemical fingerprints, allowing for the 

differentiation between authentic and adulterated honey. 

However, to harness the full potential of hyperspectral data, 

sophisticated analytical tools such as machine learning are 

imperative. The current study is research in this direction. 

 
The current study aims to develop an intelligent system that 
can detect adulteration in honey using machine learning 
algorithms across three scenarios.  

• Identify the class or type of honey. 

• Identify the level of adulteration of sugar syrup, in the 
honey class.  

• Identify both the type of honey and the level of 
adulteration in one-go. 

II. LITERATURE REVIEW 

A. Existing Quality Assurance techniques 

Most honey's plant sources are categorized chemically, 

however more conventional methods still include honey 

specialists tasting and smelling the honey. Pollen analysis and 

assays for specific components that make up different types 

of honey are among the chemical measures [9]. Numerous 

techniques have been put up to identify the adulteration of 

honey with sugar. High-pressure liquid chromatography 

(HPLC) [17], deuterium nuclear magnetic resonance (NMR) 

spectroscopy [15, 16], mass spectroscopy of the carbon 

isotope ratio [13–14] and FTIR spectroscopy [18, 19] can be 

used to detect adulterated honey.  

 

The detection of honey adulteration with cane sugar using 

Fourier transform infrared (FTIR) spectroscopy has been the 

subject of several studies [12]. These studies assessed 

adulteration in cane sugar concentrations ranging from 0.5 to 

25%. In [3], a single variety of honey was utilized to estimate 

the sugar concentration with an accuracy of 93.75% utilizing 

statistical techniques and artificial neural networks. When 

three different varieties of honey were used to classify 

adulteration, the classification accuracy was less than 80% 

[12]. These studies demonstrate that it is feasible to anticipate 

adulteration in honey by combining spectroscopic and 

machine learning approaches; yet, the capacity to forecast 

sugar content across a variety of honey varieties has to be 

enhanced. 

  

By extending spectroscopy and enabling the use of spatial 

information in addition to spectral information, hyperspectral 

imaging is a potential method for ensuring the quality of food 

[1]. Instead of only capturing the spectrum at one spot on the 

item, spatial information enables the image to highlight 

certain flaws like bruising on fruit at a specific area [2]. 

Numerous food quality applications, such as those involving 

meat, fish, fruit, vegetables, and cereals, have made use of 

hyperspectral imaging [13]. 

 

A hyperspectral imaging technique has been developed to 

determine the botanical source of honey [4, 7, 8, 11]. With 
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90% accuracy, the botanical ancestry of 21 different types of 

honey was predicted in [11]. These techniques used a class 

embodiment autoencoder (CEAE) and support vector 

machines (SVM) to classify the data, which was obtained via 

a hyperspectral imaging system as detailed in [6]. In [4], 52 

samples from five distinct types of honey were identified 

botanically with a 90% classification accuracy in a small data 

set. 

B. Adulteration Dataset 

The dataset [21] comprises 12 unique honey products sourced 
from seven different brands and characterized by 11 botanical 
origin labels. Six independent samples were collected for each 
type of honey, with an equal distribution between Manuka 
honey, a high-quality honey variant from New Zealand, and 
other types of New Zealand honey. Throughout the dataset 
creation process, images of all honey varieties were captured 
at varying sugar concentrations (5, 10, 25, 50). The detailed 
composition of the dataset is presented in Table 1. Figure 1 
shows the hyperspectral response of six different types of 

honey classes with honey adulteration level of 50%. The drift 
in the spectrum indicates that the effect of adulteration on the 
spectral response of honey is different and non-linear, where 
AI would aid in interpreting the trends accordingly. 

 

III. METHODOLOGY 

Figure 2 shows the methodology of the current study in which 

we have focused on the detection of the following three 

scenarios. Given a honey sample,  

• Task A: To identify the class of honey. 

• Task B: To identify the adulteration concentration level. 

• Task C: To identify both the class and adulteration 

concentration level. 
The representation of samples is not balanced in all these 
tasks. In order to reduce bias in the generated machine 
learning (ML) models, we have then employed balancing the 
dataset via a popular and common technique called Synthetic 
Minority Oversampling Technique (SMOTE) [20]. In this 
manner accurate measurement of ML performance metrics 
can be recorded accordingly.  

• TaskA represents 12 Honey classes (first column in Table 
1). After balancing, each class represented 1350 samples.  

• For TaskB, honey samples consist of adulteration 
concentration levels of 0%, 5%, 10%, 25% and 50% in 

 

Figure 2: Methodology and execution of various tasks in the current research study. 

TABLE I: OVERALL MAKEUP OF THE ADULTERATED HONEY DATA SET 

FROM EACH BRAND AND BOTANICAL ORIGINS LABEL OF HONEY. TAKEN 

FROM [21] 

Class Adulteration Concentration 

 0% 5% 10% 25% 50% Sum 

Clover 150 150 300  300  300 1200 

MultiFloral 150 150   150 450 

ManukaUMF5  150 150 150 150 600 

ManukaUMF15  150 150 150 150 600 

ManukaUMF20  150 150 150 150 600 

ManukaUMF10  150 150 150 125 575 

ManukaBlend  150  150 150 450 

BorageField 150 150 150 150 150 750 

Kamahi 150 150 150 150 150 750 

Rewarewa 150 150 150   450 

ManukaBlend 150 150 150 150 150 750 

Manuka 150 300 300 300 300 1350 

 

Figure 1: Hyperspectral response of 6 different types of honey classes 

with an adulteration concentration level of 50%. 
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the dataset. After balancing the set a total of 1950 samples 
per class were generated.  

• Finally, for TaskC, is to identify honey type and 
adulteration concentration level while using one ML 
model. After balancing 300 samples per class was 
generated. 

The dataset created in this manner for all the three tasks is then 
forwarded to the ML model for creation and evaluation. A 
five-fold cross validation was used to train and test the ML 
models.  

From Figure 3, given a dataset, three different representations 
of the dataset are generated that are then balanced by using 
SMOTE. Machine learning algorithms in particular Random 
Forest (RF), Support Vector Machine (SVM) and Extra 
Gradient Boosing Trees (XGBoost) were used in generating 
of the models. The performance of the algorithms across the 
different tasks are reported in Table II-IV. 

IV. RESULTS AND DISCUSSION 

Table II-IV shows the performance of the ML models across 

three different tasks (Task A, Task B and Task C). ML 

performance metrics namely accuracy, precision, recall and 

f1-score is reported herewith. 

TABLE II.   PERFORMANCE OF ML MODELS ON TAKS A, GIVEN A HONEY 

SAMPLE, IDENTIFY THE TYPE OF HONEY. 

ML 
Model  

Accuracy Precision Recall F1 Score 

RF 0.99899 0.999043 0.998991 0.999013 

SVM 0.853535 0.864275 0.854573 0.851682 

XGBoost 0.997306 0.997337 0.997351 0.997334 

 

In Table II, Task A, out of the three ML models, RF model 
performed best with an accuracy of 99.89% while SVM 
scored an accuracy of 85.35%. This indicates that the spectral 
parameters derived from hyperspectral imaging can identify 
the type of honey investigated. 

 

TABLE III.  PERFORMANCE OF ML MODELS ON TAKS B, GIVEN A 

HONEY SAMPLE , IDENTIFY THE CONCENTRATION ADULTERATION LEVEL 

ML 
Model  

Accuracy Precision Recall F1 Score 

RF 0.996923 0.99691 0.996953 0.996926 

SVM 0.522564 0.51252 0.526156 0.4714 

XGBoost 0.995897 0.995878 0.995958 0.995908 

 

While in Table III, Task B, RF performed best with an 
accuracy of 99.69%. SVM was found to perform with an 
accuracy of 52.25%. This task was particularly challenging as 
to identify the amount of adulteration concentration level 
across different categories of honey. The adulterant used in the 
dataset was sugar syrup. The main reason towards such 
performance is due to the presence of natural sugar in honey.  

TABLE IV.  PERFORMANCE OF ML MODELS ON TAKS C, GIVEN A 

HONEY SAMPLE, IDENTIFY BOTH CLASS AND YPE OF HONEY. 

ML Model  Accuracy Precision Recall F1 Score 

RF 0.998936 0.998981 0.998897 0.99893 

SVM 0.818794 0.84086 0.821589 0.800515 

XGBoost 0.992553 0.992895 0.992604 0.992638 

 

In  Table IV, Task C, RF performed with an accuracy of 
99.92%. The identification of honey and adulteration level via 
a single ML model was found to be better than two distinct 
models. This might be due to the reason of honey types 
representing unique spectral signature. Hence the change in 
signature on the spectral properties is reflected differently 
among different honey types.   

Figure 3 shows the feature significance graph obtained 
from the RF models of the three tasks A, B and C. The feature 
importance shows that for Task A two identifiable peaks are 
obtained at a spectral range of 439.41nm and 566.04nm, for 
Task B around 520.17nm and 586nm while for Task C 
spectral range of 560nm and 596.79nm were found to be the 
important spectral features in these tasks. It’s interesting to 

 

 Figure 3: Feature significance graph of the RF models generated for Task A, Task B and Task C respectively.  
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note that from Task A to Task C a shift in peak features is 
observed.  

Table V, shows the comparison of the ML models with the 
ones reported in literature [4] on the dataset. As the dataset 
was not balanced in the reported literature hence f1-score is 
low. Due to balancing of dataset, our study was able to 
improve on these metrics. 

TABLE V.  COMPARISON OF ML MODELS WITH OTHERS REPORTED IN 

LITERATURE 

Task  Accuracy Precision Recall F1 Score 

Adulteration 
Concentration  

0.996923 0.99691 0.996953 0.996926 

Adulteration 
Concentration [21] 

0.951 x x 0.940 

     

V. CONCLUSION 

The adulteration of honey has become a widespread practice 
aimed at increasing economic benefits, however it has been 
shown to have detrimental effects on an individual's health. 
The current study explores the potential of machine learning 
algorithms in accurate identification of honey adulteration on 
a recently public available dataset. SMOTE algorithm was 
used to balance the dataset. Random Forest, Support Vector 
Machine and XGBoost algorithms were used to generate 
models whereby RF was found to perform better than the other 
two algorithms in identification of quality of honey. In 
comparison to the reported study (95%), our study produced 
an accuracy of 99.69% on the same dataset. This indicates the 
potential of ML algorithms in the accurate identification and 
quantification of honey adulteration. 
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Abstract—Investigation for optimized coverage and 

capacity planning of WiFi network is carried out in the 

testbed for the purpose of optimization in terms of Received 

Signal Strength Indicator (RSSI), Signal to Noise & 

Interference Ratio (SNIR), Interference + Noise (I+N), 

downlink/uplink data rate and user capacity. The plan is 

carried out by conducting a site prediction survey through 

Altair’s WinProp Software which is a Radio Frequency (RF) 

modeling and signal propagation simulation software, using 

the configuration of actual Wireless Local Area Network-

Access Points (WLAN-APs). First the map of the testbed with 

all respective material properties is drawn in WinProp’s Wall 

Manager (WallMan) Tool as a 3-Dimentional (3D) model. 

Then that 3D model is implemented in WinProp’s 

Propagation Manager (ProMan) Tool where APs are 

deployed and wave propagation analysis as well as capacity 

planning is done. Results are analyzed for optimal signal 

strength, data rate and user handling capacity. Then results 

are validated by a smartphone embedded software known as 

Cellular-Z. The average optimization increase in coverage, 

downlink & uplink data rates is 3.95 dB, 2.53 Mbps & 3.42 

Mbps respectively. 

 
Keywords—capacity; coverage; heatmap; optimization; 

wifi 

I. INTRODUCTION 

WiFi means wireless fidelity. It is the technology of 
providing wireless signals for internet connectivity to the 
users within an area of deployment. WiFi works on IEEE 
standards of 802.11b/g/n/a/ac, mainly within 2.4GHz and 
5.6GHz Industrial Scientific Medical (ISM) bands. The 
available bandwidth within each band is further divided 
into sub-bands/channels which are responsible for user 
handling capacity. The 2.4GHz band provides low data rate 
but large coverage as compared to 5.6GHz band and vice 
versa. 

The WiFi is provided to the internet users through 
Wireless Local Area Network Access Point (WLAN-AP). 
The antennas of this AP are nearly omni-directional with 
some gain, radiating radio signals in maximum directions 
towards the users. The Received Signal Strength (RSS) of 
the WiFi signals decrease as the user moves away from the 
WLAN-AP. This variable signal strength as the users move 
towards and away from the WLAN-AP results in variable 
data rate [1]. 

To provide connectivity of internet to maximum 
number of users with an acceptable data rate, it is important 
to know the optimum location of WLAN-AP for providing 
coverage at specific RSS level to the internet users, number 

of users that can be handled by a WLAN-AP and sufficient 
data rate that is provided to each user at specific time. 

Conventional ways of performing this task are practical 
deployment and modification of the location of WLAN-
APs and measuring the RSS at different portions of the area 
of interest without prior simulation surveys. This approach 
is tedious as well as costly, having low accuracy and take 
more time for completion. To engage the above issues, 
software based simulation surveys are performed before 
actual deployment of WiFi network. 

In the background study, the same software is used for 
a similar type of survey but the study did not use the actual 
WLAN-AP configuration, assumed omnidirectional 
antennas and same antenna pattern (single frequency) for all 
WLAN-APs throughout the simulation process which lacks 
the opportunity of  handling the co-channel interference and 
did not determine the number of users that could be 
supported with a specific minimum guaranteed data rate i.e. 
that survey is limited to propagation with no capacity 
planning [2]. 

II. LITERATURE REVIEW 

S. ZVANOVEC, P. PECHAC and M. KLEPAL 
experimented to analyze merits and demerits of two distinct 
methods for WiFi Network Deployment Survey. One was 
the practical survey in which WiFi transmitters were 
deployed in a testbed and Received Signal Strength 
Indicator (RSSI) measurements were taken on multiple 
points and the second method was simulation of signal 
propagation model in software tool. The experimental data 
was simulated in MATLAB. Results from both methods 
were analyzed and software simulation method was 
preferred for WiFi Network Deployment [3]. 

T. Honda, M. Ikeda and L. Barolli conducted 
experiments to optimize the coverage by correct placement 
of WiFi APs through site survey and network simulations 
for the solution of connectivity problem. Results indicated 
that the received power from APs was not uniform [4]. 

T. Witono and Y. Dicky did practical site 
measurements of RSS for the optimization of 12 WiFi 
transmitters in an overlapping WiFi environment. The key 
controllers of a single WiFi transmitter were the direction 
of transmitting antennas, the combination of channels and 
the transmit power, all of which were adjusted for the 
optimization of WiFi deployment [5]. 

U. Mir, O. U. Sabir, H. Ullah and A. U. Khan 
experimented to achieve coverage optimization through 
accurate placement of APs based on RSSI measurements 
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in the testbed. Site simulation survey was conducted 
through Tamograph and real time measurements were 
taken through InSSIDer software and Air Magnet hardware 
(validation). The results from simulation and 
measurements were analyzed for the optimization along 
with the voltage variation effects on the RSSI 
measurements [6]. 

J. Tan, X. Fan, S. Wang and Y. Ren collected RSS 
measurements from the inertial sensors of a smart phone by 
walking in the testbed of WiFi environment for the purpose 
of accurate Radio Map (WiFi Fingerprint) construction. 
The RSS data was processed by the pedestrian dead-
reckoning algorithm for the production of raw trajectories. 
Those trajectories were refined by the assembling of 
constrains collected at the landmarks, by the use of Factor 
Graph Optimization (FGO). Then k-Nearest Neibour 
(kNN) algorithm was applied for the validation and 
localization performance testing of the Radio Map. The 
Radio Map was practically implemented in a shopping mall 
and mean error of 1.10m and maximum error of 2.25m was 
recorded for WiFi transmitter locations which is an 
acceptable error for Radio Map [7]. 

A. Srivastava, R. Vatti, V. Deshpande, J. Patil and O. 
Nikte did practical measurement of RSSI for finding dead 
zones with less or no coverage of WiFi signals in the area 
through Netspot Tool. Further, optimization techniques of 
Particle Swarm Optimization {PSO (responsible for 
optimal WiFi transmitter placement)} and Repeater 
deployment were implemented to solve the problem of 
coverage in the dead zones [8]. 

Y. Tian, B. Huang, B. Jia and L. Zhao, developed an 
algorithm for the accurate placement of WiFi access points 
and Bluetooth beacons in WiFi / Bluetooth hybrid 
environment. The “heuristic differential evolution 
algorithm” (HDEA) which is based on “Cramer-Rao lower 
bound (CRLB)”. The CRLB is considered as a standard for 
localization and coverage of WiFi/Bluetooth signals. 
Further, Motley-Keenan model is assembled in the 
algorithm instead of ideal Log Distance Path Loss (LDPL) 
model for the analysis of the effects caused by obstacles in 
the indoor environment. Based on these contents, the 
algorithm is deployed in a software application which is 
used with Geo-Tools for the localization of WiFi access 
points and Bluetooth beacons. Extensive simulations and 
experiments in the field were conducted to validate the 
efficiency of the algorithm [9]. 

N. A. M. Maung and W. Zaw, conducted experiments 
to compare and analyze the performance of two techniques 
of WiFi indoor positioning in 2.4GHz and 5GHz frequency 
bands. The implemented techniques were path loss model 
and RSS Fingerprint. Results show that the RSS based 
indoor WiFi positioning performed better accuracy than the 
other technique because the path loss model takes direct 
reading of RSS value (highly variable due to multipath and 
interference) and estimates the location which leads to 
positioning error [10]. 

M. R. Akram, A. H. Al-Nakkash, O. N. M. Salim and 
A. A. S. AlAbdullah, developed a multi-objective 
algorithm for the optimization of WiFi coverage, location 
and number of access points by the use of MATLAB 
software. The algorithm works on Binary Particle Swarm 
Optimization (BPSO) technique which takes predefined 

RSS values to estimate the optimization of the aforesaid 
objectives. The deployment of algorithm resulted in 64.6% 
coverage and 7dBm in average received power 
optimization [11]. 

O. S. Naif and I. J. Mohammed experimented Binary 
Particle Swarm Optimization (BPSO) algorithm used with 
Wireless Insite (WI) simulation software, to optimize the 
coverage and interference parameters of a multi-floor WiFi 
AP deployment. The WI takes RSS values, signal 
thresholds and current AP deployment locations to process 
the optimization in conjunction with BPSO. Results depict 
that the proposed work outperforms the present WiFi 
deployment in RSS (-11.5dBm), path loss (11.5dBm), 
interference (7.87%) and coverage/ optimal AP placement 
of 39.23% [12]. 

A. S. Haron, Z. Mansor, I. Ahmad and S. M. M. 
Maharum did simulation based survey to optimize the 
location of presently deployed WiFi transmitters in 2.4GHz 
and 5GHz bands in terms of signal strength to overcome 
the problem of connectivity in the Communication 
Technology Laboratories Area at University of Kuala 
Lumpur British Malaysian Institute. HyperWorks’ 
WinProp simulation software was used.  First the layout of 
the testbed was modeled in the WinProp’s WallMan Tool, 
having similar properties/sizes of materials from the map. 
Then omni-directional antenna patterns of 2.4GHz and 
5GHz were modeled in WinProp’s AMan Tool. After that 
both models from WallMan and AMan were implemented 
in WinProp’s ProMan Tool where the signal propagation 
analysis was done for each antenna with the exact 
deployment location as was in real. The simulation was 
carried out in 2.4GHz and 5GHz bands separately for all 
antennas with modification in the location of WLAN-APs 
and results were compared. After that physical validation 
of the acquired results was done using InSSIDer by 
measuring the RSS and optimum location for the WiFi 
transmitters was determined [2]. 

S. Baua and S. Karuppuswami, presented Machine 
Learning (ML) technique of Modified Extensible Lattice 
Sequence (MELS) which is a regression based supervised 
learning algorithm, is used with Global Response Search 
Method (GRSM) optimization routine to optimize the 
coverage by correct placement of transmitters and number 
of WiFi APs for an office area. A dual slot antenna is 
designed operating in 5.2GHz (S46 / S54 bands) and 
having 6dBi of gain, to represent a single WiFi AP for the 
processing of radio optimization. The target of 
optimization is to reduce the number of APs, place them in 
accurate locations for wider coverage and to provide at 
least 13Mbps of data rate at 15000 square foot area at the 
office location [13]. 

I. Bridova and M. Moravcik did predictive and passive 
surveys to overcome the problem of WiFi connectivity at 
the Department of Information Networks, University of 
Zilina. The methodology includes model construction from 
a Map and creation of predictive heat-maps in Ekahau 
simulation software in terms of relocation of APs with 
respect to hotspots and unnecessary areas. During 
prediction, no objects (furniture, electronic devices) were 
considered. Then physical readings were collected in form 
of passive survey and results were analyzed for optimal 
coverage, Signal to Noise Ratio and Throughput [14]. 
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All studies have focused on coverage optimization with 
no capacity planning. This research work performed 
propagation (coverage optimization) as well as network 
simulations (capacity planning) which provided radiation 
patterns for all antennas at once in the testbed. As a result, 
the RSSI, Signal to Noise & Interference Ratio (SNIR) and 
Interference + Noise (I+N) in the testbed are analyzed as a 
combined result of all antennas at once (received power of 
the network) as well as data rate (downlink/uplink) and 
user handling capacity calculations are done. 

III. METHODOLOGY 

It consists of three parts i.e. Physical data collection, 
implementation of collected data as 3D model generation 
& WiFi network simulations and optimization analysis & 
validation of results. 

The First part is carried out by acquiring physical data 
of the testbed including 2D map with construction objects’ 
sizes and materials; technical datasheet of the access point 
with supporting WiFi technologies, antenna patterns with 
respective gain, transmit powers, receiver sensitivities, 
polarizations & operational bands; RSSI values and 
downlink/uplink data rates as real time measurements of 
the present case acquired through Cellular-Z. 

In second part, the collected data is practically 
implemented in Altair’s WinProp software in which 
WallMan is a 3D modeling construction Tool and ProMan 
is a signal propagation simulation Tool. Map with all 
details of floor plan, construction sizes and material 
properties is designed for the area where the WiFi network 
is optimized as a 3D model in the WallMan Tool. 

Then, [1] Access Point’s WiFi technologies, antenna 
patterns with respective gain, transmit powers, receiver 
sensitivities, polarizations & operational bands; RSSI 
values and downlink/uplink data rates are created and 
deployed within the 3D model created in previous step 
through WinProp’s ProMan Tool.  

Then, radio coverage and network capacity planning in 
the modeled environment is simulated for all WiFi APs 
using WinProp’s ProMan for present case. The simulation 
process is repeated for 73 times in pursuit of coverage and 
capacity optimization, comparing each simulated case with 
present case. Results are acquired for 2.4GHz band. 

In the third part, results are analyzed for optimal signal 
strength, data rate and user handling capacity. The best case 
is selected and applied in the testbed. Then results are 
validated by a smartphone embedded software(Cellular-Z). 

IV. RESULTS 

The results in Table I & Table II show the difference in 
RSSI, Data Rate, SNIR, I+N and Modulation & Coding 
Schemes (MCSs) in the testbed. 

 

 

 

 

 

 

TABLE I. BEFORE OPTIMIZATION OF APS 

 
Received Power 

Mean 

(dBm) 

Median 

(dBm) 

Standard Deviation 

(dBm) 

Maximum 

(dBm) 

-73.13 -73.58 12.07 -45.02 

 

Downlink

/ Uplink 

Data Rate 

(Mbps) 

Downlink: 

Signal to 

Noise & 

Interference 

Ratio (dB) 

Downlink: 

Interference 

+ Noise 

(dBm) 

Number of 

Modulation 

& Coding 

Schemes 

Operated 

19.48 / 

4.10 10.17 -53 

 

3 

 

TABLE II. AFTER OPTIMIZATION OF APS 

 
Received Power 

Mean 

(dBm) 

Median 

(dBm) 

Standard 

Deviation (dBm) 

Maximum 

(dBm) 

-71.71 -72.62 11.12 -43.25 

 
Downlink 

/ Uplink 

Data Rate 

(Mbps) 

Downlink: 

Signal to 

Noise & 

Interference 

Ratio (dB) 

Downlink: 

Interference 

+ Noise 

(dBm) 

Number of 

Modulation 

& Coding 

Schemes 

Operated 

64.94 / 

13.67 63.59 -65 

 

8 

 

In Table III, 20 location points are taken for comparison 
between real time measurements and simulation 
predictions before & after optimization. The simulation 
data can be visualized in Figure 1 & Figure 2 respectively. 
The average optimization difference between non-
optimized real measurements & optimized real 
measurements is 3.95 dB, average optimization difference 
between non-optimized simulation predictions & 
optimized simulation predictions is 0.75 dB and average 
optimization difference between optimized simulation 
predictions & optimized real measurements is 1.47 dB. 

 

 

Figure 1: Simulation Values of RSSI Before Optimization 

45
© International Conference on Innovations in Computing Technologies and Information 

Sciences (ICTIS-2024). All rights reserved.



2024 International Conference on Innovations in Computing Technologies and Information Sciences (ICTIS) 

 ICTIS 2024  

 

 

Figure 2: Simulation Values of RSSI After Optimization 

TABLE III. COVERAGE OPTIMIZATION COMPARISON 

 
Locations 

(x, y) 

Real Time RSSI 

(dBm) 

Simulation 

Predictions RSSI 

(dBm) 

 Non-

Optimized 

Optimized Non-

Optimized 

Optimized 

19.5, -8.5 -71 -66 -74.48 -67.26 

27.5, -8.5 -71 -68 -65.58 -72.22 

31.5, -8.5 -74 -69 -69.93 -74.26 

27.5, -5.5 -71 -68 -58.33 -67.01 

9.5, -4.5  -76 -72 -71.23 -71.33 

23.5, -1.5  -54 -51 -53.89 -50.93 

27.5, -1.5  -53 -51 -49.91 -53.88 

18.5, 0.5  -58 -53 -53.98 -52.09 

23.5, 0.5  -42 -41 -47.77 -44.13 

18.5, 1.5  -58 -53 -54.66 -52.09 

23.5, 1.5 -42 -41 -47.23 -44.13 

0.5, 3.5 -85 -80 -85.3 -78.98 

4.5, 3.5 -84 -77 -80.15 -70.94 

19.5, 3.5 -63 -56 -59.04 -55.91 

26.5, 3.5 -51 -47 -49.84 -53.11 

4.5, 6.5 -80 -79 -84.94 -80.64 

39.5, 9.5 -78 -72 -77.37 -71.47 

47.5, 9.5 -82 -77 -80.14 -82.73 

35.5,15.5  -77 -75 -73.79 -80.62 

42.5,15.5  -82 -77 -79.87 -78.65 

 

In Table IV, 19 location points are taken for 
comparison between real time measurements and 
simulation predictions before & after optimization. The 
simulation data can be visualized in Figure 3 & Figure 4 
respectively. The average optimization difference between 
non-optimized real measurements & optimized real 
measurements is 2.53 Mbps, average optimization 

difference between non-optimized simulation predictions 
& optimized simulation predictions is 0.75 Mbps and 
average optimization difference between optimized 
simulation prediction & optimized real measurements is 
4.17 Mbps. 

 

 

Figure 3: Downlink Data Rate Before Optimization 

 

Figure 4: Downlink Data Rate After Optimization 

TABLE IV. CAPACITY OPTIMIZATION PER USER DATA 

RATE (DOWNLINK) 

 
Locations 

(x, y) 

Real Time Data Rate 

(Mbps) 

Simulation Predictions 

Data Rate (Mbps) 

 Non-

Optimized 

Optimized Non-

Optimized 

Optimized 

2.7, 4.5 0.5 1 0.08 0.61 

16.2, 7.5 4.3 5.6 0.08 0.93 

24, 7.4 4.5 11.5 0.08 0.61 

31, 7.6 2.6 2.6 0.08 0.93 

39, 9.3  1.2 1.2 0.08 0.93 

46, 6 1.4 4.9 0.08 0.81 

9, 1 0.8 10.3 0.08 1.03 

16.5, 1 1 5.8 0.08 1.03 

23.6, 1 2.6 10.3 0.08 1.03 

29.7, 1 1.3 6.3 0.08 1.03 
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36.7, 1 1.3 5.6 0.08 1.03 

42, -3 1.4 1.2 0.08 0.61 

45.8, -3 1.8 1 0.08 0.61 

50.6, -3 2.4 1.6 0.08 0.61 

9, -4.9 4.3 1.2 0.08 0.81 

16.5, -4.9 11.8 4.5 0.08 0.81 

28, -2.5 1.5 11.7 0.08 0.81 

29, -7 1 5.3 0.08 0.93 

36.5, -5 1.2 3.4 0.08 0.61 

 

In Table V,19 location points are taken for comparison 
between real time measurements and simulation 
predictions before & after optimization. The simulation 
data can be visualized in Figure 5 & Figure 6 respectively 
The average optimization difference between non-
optimized real & optimized real measurements is 3.42 
Mbps, average optimization difference between non-
optimized simulation & optimized simulation predictions 
is 0.16 Mbps and average optimization difference between 
optimized simulation predictions & optimized real 
measurements is 7.55 Mbps. 

 

 

Figure 5: Uplink Data Rate Before Optimization 

 

Figure 6: Uplink Data Rate After Optimization 

 

 

 

TABLE V. CAPACITY OPTIMIZATION PER USER DATA 

RATE (UPLINK) 

 
Locations 

(x, y) 

Real Time Data Rate 

(Mbps) 

Simulation 

Predictions Data 

Rate (Mbps) 

 Non-

Optimized 

Optimized Non-

Optimized 

Optimized 

2.7, 4.5 0.5 0.2 0.02 0.13 

16.2, 7.5 5 4.7 0.02 0.2 

24, 7.4 7 12.9 0.02 0.13 

31, 7.6 5.8 10.9 0.02 0.2 

39, 9.3  1.1 9 0.02 0.2 

46, 6 3 3 0.02 0.17 

9, 1 6.4 10.3 0.02 0.22 

16.5, 1 8 2.2 0.02 0.22 

23.6, 1 9.4 11.8 0.02 0.22 

29.7, 1 5.8 11.2 0.02 0.22 

36.7, 1 4.5 8.4 0.02 0.22 

42, -3 2.2 9.9 0.02 0.13 

45.8, -3 2.2 6.1 0.02 0.13 

50.6, -3 4.8 3.3 0.02 0.13 

9, -4.9 1 6.8 0.02 0.17 

16.5, -4.9 4.2 5.8 0.02 0.17 

28, -2.5 4.4 11 0.02 0.17 

29, -7 3.6 10.6 0.02 0.2 

36.5, -5 2.9 8.7 0.02 0.13 

 

The maximum logical user handling capacity of each 
AP is 254 users because they use Class C IPv4 addressing 
whose range is 28 = 256 addresses in which the first address 
is allocated to the AP itself and the last one is subnet mask, 
so 256 – 2 = 254. This setup of IP addressing is assigned 
by the network administration and the research for 
optimization is carried out within these bounds. If Class B 
address is assigned, then capacity planning should be done 
to that setup accordingly. Practically, the user handling 
capacity of an AP is further limited by the physical 
resources but as the number of users under specific MCS 
decrease, per user data rate increase and vice versa. 

V. CONCLUSION 

This research has achieved coverage and capacity 
optimization in terms of RSSI, data rate, SNIR, I+N & user 
capacity in the already deployed WiFi network. The 
number of APs in the testbed is decreased from 7 to 2. The 
optimization is performed in WinProp’s ProMan through 
simulations based on location and antenna polarization/ 
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physical orientation variation of the APs in the testbed. 
Then the most optimum case with respect to coverage and 
capacity is selected within the dataset of all possible cases 
(73) and applied in real time environment. Then real time 
measurements are taken with respect to coverage and 
capacity (validation). In calculation of per user data rate 
(simulation), the total number of users is divided by the 
total number of MCS operated in the testbed. In this case, 
every MCS serves equal number of users. So users within 
same MCS get the same data rate in downlink and uplink. 
But in reality, more users come under the same MCS, less 
data rate each user will get and vice versa.  

The future work consists of Monte Carlo Simulation 
(location dependent traffic analysis), Prediction analysis 
(Delay Spread, Angular Spread & Angular Means), 
Electromagnetic Compatibility (EMC) analysis, 
Consideration of Mobile Station properties (propagation & 
channel properties), MIMO analysis in uplink & downlink, 
designing accurate pattern of AP antennas in AMan, 
implementation and analysis of IEEE 802.11 a/ac 
technologies for higher capacity and RSSI calculations for 
worst case scenario. 
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Abstract—Breast cancer stands as a formidable global health
challenge, necessitating swift and precise diagnostic measures
to combat its devastating impact. In this study, we delve into
the efficacy of YOLOv8, a cutting-edge artificial intelligence
model,for the precise detection and localizing of breast masses
in digital mammography images. YOLOv8’s inherent capability
to simultaneously detect and localize masses showcases accu-
rate pinpointing of the exact locations of abnormalities within
mammographic scans. Our comprehensive evaluation reveals
compelling performance metrics, including an F1 score of 0.91
and a mean Average Precision (mAP) of 0.942. These results
depict the robustness of the YOLOv8 in mass detection but
also show better results than the conventional clinical methods,
offering higher accuracy and efficiency in the diagnostic process.

This study explains the transformative potential of YOLOv8
in revolutionizing breast cancer detection paradigms, presenting
a promising pathway toward enhancing early detection rates and
ultimately improving patient outcomes.

Keywords: YOLOv8, Mass Detection and Localization, Digital
Mammography

I. INTRODUCTION

Breast cancer poses a significant global health challenge,
underscoring the urgent need for advancements in diagnostic
techniques to ensure early identification and improved patient
outcomes [1]. While traditional methods like mammography
have been pivotal in breast cancer screening, their limitations
in sensitivity and specificity have prompted increased interest
in leveraging technological breakthroughs, particularly the
application of YOLO (You Only Look Once) and its latest
iteration, YOLO v8, in medical imaging for enhanced breast
cancer detection.

The intricate development of malignant breast masses stems
from aberrant cell division within human tissues, leading to the
emergence of benign and malignant masses. Benign masses,
non-cancerous in nature, exhibit localized growth without
aggressive tendencies. Conversely, malignant breast masses,
driven by cancerous cells, possess an uncontrolled propensity
to multiply and potentially spread to different body parts
and adjacent tissues [2]. YOLO v8, as a cutting-edge object
detection system, has emerged as a transformative force in
medical imaging, heralding improved capabilities for disease
detection [3].

In the realm of deep learning for breast cancer detection, the
primary focus is on utilizing a diverse dataset to train YOLO
v8 with representations from various mammography views.
This strategic approach aims to augment the model’s practi-
cal performance by fostering a comprehensive understanding
of breast cancer lesions. Overcoming challenges associated

with traditional diagnostic techniques is crucial for achieving
greater accuracy and efficacy [4]. The deliberate inclusion
of mediolateral oblique and craniocaudal views is deemed
essential, enhancing the model’s ability to detect subtle pat-
terns indicative of malignant growth. This comprehensive
strategy elevates sensitivity and equips YOLO v8 to navigate
complexities in identifying and classifying breast cancer [5].

This study is different from conventional approaches by
taking leverage of a carefully curated breast mass dataset
obtained from Roboflow to accurately annotate them which
leads to achieving better results; further, we also conducted a
validation process to ensure the dataset’s quality and accuracy.
Furthermore, collaborating with a radiologist for the result
validation strengthens the clinical relevance of our findings.
By employing YOLOv8 on this dataset and incorporating
expert validation, our research offers valuable insights into
the efficacy of YOLOv8 for breast mass detection. This
investigation paves the way for further exploration of deep
learning in breast cancer screening, potentially leading to more
accurate diagnoses and improved patient care.

II. LITERATURE REVIEW

Each year, the American Cancer Society estimates the
numbers of new cancer cases and deaths in the United States
and compiles the most recent data on population-based cancer
occurrence and outcomes using incidence data collected by
central cancer registries (through 2020) and mortality data
collected by the National Center for Health Statistics (through
2021).In 2024, 2,001,140 new cancer cases and 611,720 cancer
deaths are projected to occur in the United States [6]. This
highlights the critical need for breakthroughs in automated
detection technology (Amrane et al., 2018). [7][8]. The im-
portance of mammography images in the diagnosis of breast
cancer has led to a thorough investigation of developments in
detection and classification.
Breast cancer impacts more than one in ten women globally,
but it is particularly prominent—across all racial and ethnic
groups—in the United States. The need for focused diag-
nostic efforts is highlighted by differences in incidence rates
amongst ethnic groups [9][10]. Breast lesions are complex,
three-dimensional anomalies that reflect a variety of radio-
logically defined illnesses. The distinction between benign and
malignant lesions must be made early to improve the prognosis
of patients with this cancer, which is the most common in
women and the second largest cause of cancer-related fatalities
[11][12].
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The use of deep learning techniques in computer vision,
segmentation, detection, and image identification has increased
dramatically in recent years, overcoming the drawbacks of
conventional computer-aided diagnosis (CAD) methods [13-
15]. Despite these developments, problems in manually iden-
tifying lesions and controlling memory complexity during
training still exist.
Surprisingly, when compared to shallower models, deep
learning models like AlexNet, ResNet, VGG16, Inception,
GoogleNet, and DenseNet have shown improved classification
performance. The classification accuracies attained by VGG16,
ResNet50, and Inception-V3 were 95%, 92.5%, and 95.5%,
respectively. Although these deep learning techniques perform
better than shallow models, problems with memory complexity
during training and manual detection still exist.
Building upon the landscape of breast cancer detection, recent
advancements by Mahoro and Akhloufi [16] showcase the
potential of YOLOv7 and YOLOv8 in breast mass detection.
The utilization of the VinDr-Mammo dataset, coupled with
innovative image enhancement techniques, positions YOLOv8
as a superior model, outperforming its predecessor YOLOv7
and contributing to enhanced breast cancer diagnostics.
Al-antari et al.’s [17] important study involved estimating
a Full Resolution Convolutional Network (FrCN) using a
Computer-Aided Diagnosis (CAD) model. Their method,
which used X-ray mammography and a four-fold cross-
validation, showed a high accuracy of 95.96%.
One approach to identifying breast cancer is called Diverse
Features-Based Detection (DFeBCD), proposed by Chouhan
and colleagues [18]. They assessed their method on the IRMA
mammography dataset, and it attained an accuracy rate of
80.30% by combining an emotion learning-inspired integrated
classifier (ELiEC) with the Support Vector Machine (SVM).
Through the application of the Lifting Wavelet Transform
(LWT) for feature extraction from breast images, Muduli et
al. [19] made a substantial contribution to the field. With the
use of the Extreme Learning Machine (ELM) and moth flame
optimization methodology, their method, which combined
Principal Component Analysis (PCA) and Linear Discrim-
inant Analysis (LDA), produced remarkable accuracy rates
of 98.76% and 95.80% on the DDSM and MIAS databases,
respectively.
A technique for detecting breast cancer based on diversity
analysis, geostatistics, and alpha form was presented by Junior
et al. [20]. They achieved a 96.30% detection accuracy using
the Support Vector Machine (SVM) classifier on the DDSM
and MIAS datasets.
An approach for segmentation using a multigranulation rough
set and intuitionistic fuzzy soft set was presented by Ghosh
et al. [21]. Their method distinguished between malignant and
unaffected tissue in mammograms, hence addressing ambigu-
ity in pixels.
An effective Adaboost deep-learning technique for identifying
breast cancer was created by Zheng et al. [22]. Their strategy,
which combined multiple deep learning techniques with fea-
ture extraction and selection, produced a noteworthy 97.2%

accuracy.
Mahoro and Akhloufi investigated sophisticated deep-learning
methods for breast mass identification, particularly the YOLO
(You Only Look Once) framework. The promise of YOLO-
based techniques in improving breast cancer diagnostics was
demonstrated by the researchers by utilizing the VinDr-
Mammo dataset and incorporating the YOLOv7 and YOLOv8
architectures.

III. METHODOLOGY

In this study, a dataset containing breast mass mammograms
was obtained from Roboflow publically available [23]. The
dataset was carefully observed, ensuring that each image was
annotated with bounding boxes around the identified masses.
Block diagram of overall system is shown in figure 1.

A. Preprocessing

Mammograms were preprocessed using functionality such
as Auto-Orient and resizing the dataset. An auto-orient opera-
tion ensures that images are oriented correctly, and resizing is
applied to stretch images to a constant size of 640x640 pixels.

CLAHE (Contrast Limited Adaptive Histogram Equaliza-
tion) was applied to enhance mammogram quality and visual-
ize masses.Preprocessed mammograms can be seen in figure
2

B. Data Splitting

The previously developed dataset consists of a total of
1025 mammographic images. This dataset is divided into three
groups: training, validation, and testing, to ensure robust model
training, performance validation, and unbiased evaluation.

The dataset is split as follows:
• TRAIN SET: 80% of the dataset, totaling 823 images,

is allocated for training the model.
• VALID SET: 13% of the dataset, totaling 135 images, is

reserved for validating the model’s performance during
training.

• TEST SET: 7% of the dataset, totaling 67 images, is
kept separate for final evaluation on unseen data.

Furthermore, each training example underwent data aug-
mentation to enhance the model’s robustness. The augmen-
tation process included horizontal flipping, resulting in three
augmented outputs per training example.

Regarding the categories of the dataset,it comprises two
classes: ”mass” and ”null.” The ”mass” class represents cases
where a mass is present in the mammogram, indicating a
potential abnormality, while the ”null” class denotes mammo-
grams without any detectable masses, indicating normal cases.

C. Model Selection and Training

The YOLOv8 model was selected for its superior ability in
object detection tasks. The YOLOv8 architecture allows for the
simultaneous detection of several objects in one image, which
is convenient for efficient breast mass detection, so the pre-
processed data set for model training is transferred to Google
Colab and the YOLOv8 model is trained on the training set.
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Fig. 1: Block Diagram of YOLOv8-based Breast Mass Detection System

Fig. 2: Preprocessed Mammograms

D. Testing Unseen Mammograms

To test the generalization ability of the model, it was tested
on images that were not used during training or validation.This
step was taken to measure and visualize the ability of the
model to detect breast mass accurately in real-world and
unseen scenarios.

IV. RESULTS AND DISCUSSIONS

The breast mass detection system using YOLOv8 was
evaluated accurately and comprehensively, and the results
showed its effectiveness in detecting and localizing masses
in mammographic images.

A. Performance Metrics

To test the robustness and generalization of the system, the
model is evaluated using matrices such as F1-scores, maps
(average accuracy) and PR curves.

1) F1-Score: F1-score is measured as the harmonic mean
of precision and recall and is a valuable metric for assessing
the balance between false positives and false negatives. It is
calculated by the formula as shown in equation 1

F1 =
2× P ×R

P +R
(1)

The F1 score for the breast mass detection system is 0.91.
This score is an important indicator of the model’s ability to
achieve high accuracy and recall in breast mass detection, as
shown in Figure 3.

Fig. 3: F1-Score Variation with Confidence Threshold

Figure 3 also shows the variation of F1-score with different
confidence limits. It provides insight into model performance
at different confidence points, showing robustness in balancing
accuracy and recall at different operating points.

2) mAP (mean Average Precision): The map is calculated
because it is a comprehensive measure that takes into account
accuracy at different levels of confidence. The system achieved
a commendable map of 0.942 as shown in Figure 4, confirming
its high retention ability.

3) Recall and Precision Confidence Curves: Recall and
precision confidence curves provide a detailed analysis of the
model’s behavior at different confidence limits, showing how
precision and recall vary. This curve is necessary to under-
stand the trade-off between precision and recall at different
confidence levels.

Figure 5 shows the confidence Recall curve for the breast
mass detection system. This curve represents the relationship
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Fig. 4: Mean Average Precision with IoU Threshold on the
x-axis and Mean Average Precision on the y-axis

between the return (R) and the confidence limit, helping to
determine the optimal return point for the model without
compromising accuracy.

Fig. 5: Recall Confidence Curve for Breast Masses Detection

From equation 2 Recall (R) is defined as:

R =
True Positives (TP)

True Positives (TP) + False Negatives (FN)
(2)

Similarly, Figure 6 shows the precision confidence curve
showing how precision (P ) varies with different confidence
limits. This curve helps to choose an appropriate operating
point based on the desired balance between accuracy and
recall.

The formula for Precision (P ) is given in equation 3 as:

P =
True Positives (TP)

True Positives (TP) + False Positives (FP)
(3)

4) PR Curve: Likewise, the Precision-Recall (PR) curve is
an important visual tool that shows the model’s performance
across various precision-recall tradeoffs. Precision is produced
by plotting against recall at different confidence limits. The PR

Fig. 6: Precision Confidence Curve for Breast Masses
Detection

curve of this system is shown in Figure 7, which is equal to
1.00, indicating its ability to provide high accuracy even at
high recall levels.

Fig. 7: Precision-Recall Curve for Breast Masses Detection

B. Overall System Performance

The overall performance of the system is carefully evaluated
through a combination of quantitative measures, and various
learning and evaluation metrics are considered to gain a deeper
understanding of system performance. Figure 8 shows the plot
of training and validation loss(Lbox, Lcls, Ldfl), recall and map
(average accuracy) score during training.

• Box-Loss (Bounding Box Loss): Measures the local-
ization accuracy of predicted bounding boxes and it is
defined by the formula mentioned in equation 4.

Lbox =
1

N ·B

N∑
i=1

B∑
j=1

[
(xi,j − x∗

i,j)
2 + (yi,j − y∗i,j)

2

+ (wi,j − w∗
i,j)

2 + (hi,j − h∗
i,j)

2
]

(4)
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Fig. 8: Overall Results of Breast Masses Detection

N : Number of samples.
B: Number of bounding boxes.
xi,j , yi,j , wi,j , hi,j : Predicted coordinates.
x∗
i,j , y

∗
i,j , w

∗
i,j , h

∗
i,j : Ground truth coordinates.

• Cls-Loss (Classification Loss): Evaluates the accuracy of
object class predictions and it is calculated as in equation
5.

Lcls = − 1

N

N∑
i=1

C∑
c=1

[
yi,c · log(pi,c) + (1− yi,c)·

log(1− pi,c)
] (5)

N : Number of samples.
C: Number of classes.
yi,c: Ground truth class.
pi,c: Predicted probability.

• Dfl-Loss (Detection Focal Loss): Represents the overall
detection performance, combining localization and clas-
sification and it’s formula can be seen in equation 6.

Ldfl = − 1

N

N∑
i=1

C∑
c=1

[
yi,c · (1− pi,c)

γ · log(pi,c)

+ (1− yi,c) · pγi,c · log(1− pi,c)
] (6)

N : Number of samples.
C: Number of classes.
yi,c: Ground truth class.
pi,c: Predicted probability.
γ: Tunable parameter.

• mAP (mean Average Precision): Quantifies the
precision-recall trade-off across different confidence
thresholds. (Computed numerically using algorithms like
the trapezoidal rule)

V. CONCLUSION

Our results demonstrate the effectiveness of the advanced
YOLOv8-based breast mass detection system. This model
shows promising performance in mass localization in breast
mammograms showing the potential to help in the diagnosis
of breast cancer. Validation of system results with radiologists
strengthens its clinical utility and reliability. However, it is
important to acknowledge that the quality and quantity of de-
scriptive images play an important role in model performance.
In Roboflow, a more comprehensive and annotated dataset can
improve the accuracy and reliability of the model. Our collab-
oration with radiologists in the annotation process ensures that
the database faithfully reflects real-world scenarios.

VI. FUTURE DIRECTIONS

For the future direction, it is recommended to expand
interpretation efforts to include supplementary mammographic
views like axillary tail, and tangential views. Adding these
additional views to existing mammograms can significantly
improve the model’s ability to detect breast masses in a wider
range of scenarios.

In addition, the study of advanced imaging modalities such
as tomosynthesis and ultrasound may contribute to a more
comprehensive and multimodal breast cancer detection system.
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Abstract— Micro hydropower plants must effectively 

manage demand response to preserve operational firmness and 

prevent system breakdowns. This research focuses on 

accomplishing a fine balance while predicting consumption and 

production, which is significant for upholding system integrity. 

The study delves into predictive modelling methods to forecast 

patterns in the production and consumption of electricity over 

an array of time horizons. We set a baseline to resolve this and 

examined various algorithms, including convolution, dense, and 

recurrent neural networks. For the sake of Long Short-Term 

Memory (LSTM) neural networks, we utilize an autoregressive 

technique and integrate Cartesian Genetic Programming 

(CGP). The CGPLSTM forecasting output sequences with 

different time horizons precisely outperform the RNN-LSTM. 

The dataset utilized is downloaded from the Kaggle website. 

50% of the data is used to train the models, and the rest is used 

to test the models. This work deals with the complex fluctuations 

in the demand response system and provides electricity 

production and consumption predictions.  

CGP-LSTM model gave a training MAPE of 6.67 (Accuracy of 

93.33%) and a testing MAPE of 6.68 (accuracy of 93.32%) for 

the next three hours; on the other hand, LSTM gave a training 

MAPE of 6.53 (accuracy of 93.47%) and testing MAPE of 7.46 

(accuracy of 92.54%) for the next three hours. 

The results offer a base for further developments and 

improvements in the field, drawing attention to more effective 

and reliable energy management capabilities in micro 

hydropower plants. 

 
Keywords: artificial intelligence; micro-hydropower plant; time 

series forecasting; LSTM; CGP; hourly electricity prediction 

 INTRODUCTION 

Among the most effective types of producing sustainable 

electricity is hydropower. Among the multiple advantages of 

these systems is the production of sustainable energy. 

However, different factors, like the volume of water in 

reservoirs, the cost of electricity, the temperature, and more, 

impact hydropower plants' efficiency. These factors make it 

further challenging to precisely forecast and suggest a power 

station's optimum functional outputs. For that reason, 

Accurate energy production predictions are vital for efficient 

scheduling, capacity planning, and collective management of 

power systems[1]. 

Many hydropower plants worldwide are considered small-

scale run-of-river hydroelectric plants[2] This sort of 

hydroelectric plants utilize hydro energy to produce electrical 

energy, which is then used to provide electricity to the 

communities. 95% of the mean annual discharge of a river's 

flow can be deflected by the plants using a pipeline or tunnel 

that feeds the hydropower system's dynamos. 

After the water has been utilized to produce electricity, it is 

sent back to the flow downstream. 

Enhanced industry applications can be noticed due to 

incorporating the latest AI progress toward the energy sector. 

However, the need for more worldwide investment in AI 

research based on data models should be emphasized. 

Artificial intelligence (AI) has the power to facilitate utilities 

in giving consumers secure, renewable, and inexpensive 

electricity. In parallel, AI offers users the tools to optimize 

their energy use, encouraging more effective energy use 

habits[2]. 

Flowing water is the chief energy source for MHPs, giving 

sustainable electrical power solutions in rural areas. 

However, the capacity of MHPs to produce electricity is 

heavily affected by cyclic variations in water intake, which 

leads to an unevenness between production and consumption. 

The Jungle-Inn Micro-Hydroelectricity Plant in the Swat, 

Kalam region is one of many examples of how cold season 

water reduction causes decreased output and electricity 

production difficulties. This concept of forecasting electrical 

production and consumption at MHPs proposes establishing 

a load management system based on artificial intelligence 

(AI) that prioritizes power allocation to various customer 

classes, ensuring perfect utilization of resources and 

maintaining the MHP's integrity. 

Given that they depend on unpredictable weather conditions 

and various temporal factors; renewable energy sources have 

significant intermittency. The patterns of consumer energy 

use are also closely related to sociocultural and 

environmental factors. Electrical load demand forecasting 

has become more complex and uncertain due to the 

increasing integration of irregular renewable energy sources 

and the complex dynamics of utility-customer behavior. As a 

result, load forecasting accuracy and precision become 

challenging tasks, particularly in dynamic environments with 

non-stationary behavior. This intricacy results from 

multidimensional dependencies on climatological, socio-

environmental, and calendar-related elements[3]. 

 BACKGROUND AND RELEVANT WORK 

Precise electrical consumption forecasting models are 

requirements because of certain driving motives, the most 

obvious and serious being climate change. With information 

being published, carbon dioxide emissions are one of the 

prime reasons for climate change[4]. The significance of 

electrical power in everyday life means that forecasting its 

consumption is increasing in importance. Because of their 

universal application, a range of articles, study papers, blogs, 

and videos are accessible. Referring to Weron's[5] prediction 
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techniques, he examines several methods to handle the 

electrical energy forecast issue, including reduced form, 

statistical, and artificial intelligence, ML methodologies. It 

has been observed that Machine learning models frequently 

surpass many traditional approaches. 

It can still be split into different computational methods (ML 

models); one uses deep learning models based on neural 

networks to explore time-variant data, and the other contains 

time series models focused on regression techniques[6]. The 

auto-regressive moving average is one of the regression 

techniques (ARMA)[7], and the moving average model that 

is integrated auto-regressive (ARIMA)[8] such models needs 

to have highly reliable data[6], which might not always be 

attainable. 

Electric company's planning operations rely on accurate 

models for forecasting electric power consumption. An 

electric company may use consumption forecasting to assist 

in making important choices about the production and 

consumption of electricity, load switching, and industry 

development. Accurately forecasting consumption 

requirements is an electric power utility's main task. Energy 

is considered fundamental to the modern world and a core 

aspect of economic sustainability. A renewable energy 

resource supply is essential for economic growth. Most 

renewable energy sources, including wind, solar radiation, 

geothermal heat, hydropower, etc., are long-term sustainable. 

For instance, the hydroelectric turbine systems of large-scale 

traditional hydroelectric stations, or dams, with water 

reservoirs offer varying electricity production in response to 

variations in energy consumption. Atmospheric factors like 

precipitation and temperature influence small and micro 

hydropower plants' ability to generate energy. Due to the 

previously mentioned, the energy produced by these systems 

varies and must be predicted[9]. 

Lately, the usefulness of artificial intelligence techniques has 

overtaken that of traditional approaches, in particular in the 

domain of electricity consumption forecasting. Notably, 

ANNs have acquired significant prevalence and have been 

extensively used in this field. [11], [12]. 

As reported by Weron[5], Several prediction methodologies, 

including reduced-form, statistical, and computational 

intelligence methods like Machine Learning (ML), have been 

explored to address the electrical power forecasting 

challenges. ML models have performed better than 

conventional approaches in different circumstances. This 

finding is by the results drawn by Pallabi Paik et al.'s research 

[13], Which concentrates on stock price prediction; 

nevertheless, the research context is separate, and the 

resemblances between the data trend, data types, and setup in 

stock price prediction and electricity energy prediction 

suggest similar methods. Both domains concentrate on time 

series as the key element. The survey by Pallabi Paik et al. 

reveals that data-capturing technologies oftentimes 

outperform traditional techniques in multiple cases. These 

findings highlight the ability of machine learning approaches, 

including data mining, to offer more precise and firm 

predictions for complicated time series data like electricity 

energy consumption, outperforming the capabilities of 

conventional methods. 

Deep learning models have shown better performance while 

operating on sequential data that show fickleness and 

volatility compared to traditional regression approaches. 

Notably, real-world data is frequently subject to dynamic 

alterations and instability. By means of experience-based 

data, research states the performance of artificial neural 

network models, namely the Long Short-Term Memory 

model, surpasses regression methods in such schemes.[6], 

[14], [15], These results highlight the importance of 

deploying deep learning approaches, such as LSTM, to 

achieve more precise and reliable forecasting when dealing 

with diverse and non-stationary time series data. 

 METHODOLOGY 

The study methodology follows a stepwise approach, using 

an artificial intelligence algorithm to forecast the 

consumption and production of micro hydropower plants. 

The initial research phase included finding a dataset that has 

historical data on the hourly-based consumption and 

production of electricity historical data. First, we went to 

Dare Noor, an MHP located in Nangarhar province, 

Afghanistan. The data we acquired for Dare Noor was 

insufficient to conduct a successful training. The data for 

Jungle-Inn was not available at first, so we looked it up on 

the Internet. Finally, we downloaded a dataset named 

“Hourly Electricity Consumption and Production.” [17] The 

dataset has an hourly time series of electricity consumption 

and production data in Romania that spans over four years. 

All values are in Mega Watts.  

After finding the dataset, the next phase involved data pattern 

inspection and evaluation. By assessing these patterns, we 

can discover crucial insights about power consumption and 

production in different conditions. This analytical process 

enabled us to identify anomalies, trends, and potential fields 

of improvement.  

With the understanding obtained from the data analysis, we 

moved on to the development phase. We have utilized 

different algorithms, Dense, Convolution, Recurrent Neural 

Networks and Cartesian Genetic Programming designed for 

optimal predictions. The algorithms are destined to forecast 

the consumption and production of electricity based on 

historical data.  

The established models, such as DNN, CNN, and RNN, are 

trained, validated, and tested. The dataset is divided into three 

parts, which are 70% of the data chosen for training, 20% of 

the data chosen for validation, and 10% of the data selected 

for the testing of the models. The training phase uses the data 

to train the model on scenarios and predictable responses. 

After the model is trained, it is validated against a separate 

set of samples from the dataset to ensure its generalization.  

We additionally explore autoregressive methods utilizing 

RNN-LSTM and CGP-LSTM. The models are trained and 

tested using 50-50 data from the dataset. For executing the 

autoregressive approach, the model input includes observed 

and predicted values to predict the second and third hours of 

electricity. However, to predict the first hour, the  
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Figure 1: Research methodology adopted for this project[18] 
 

models only used observed values from the dataset achieved 

by a custom sliding window approach. 

 

Eventually, this approach will be favored to provide a 

permanent solution to the issues of load management during 

times of low water intake and excessive energy production, 

thus enhancing the reliability and efficiency of the micro 

hydropower station. The approach used in this study is 

implemented using a typical machine-learning project 

workflow[19] as demonstrated in Figure 1 above. 

 

A. Data processing:  

For ML algorithms, using preliminary data is often not 

suitable[20]. The initial data is usually unorganized and 

contains missing and noisy data, which might prevent 

algorithms from catching the patterns within the data during 

training. Data processing entails converting the data into a 

format that is suitable for the machine learning algorithms. 

B. RNN in Time series: 

The RNN, as we have already stated in the prior chapter, is, 

at the present time, being executed in natural language 

processing to resolve issues with language modeling, 

machine translation, language understanding, and other 

issues. Extensive research has been done on using RNN for 

sequential data analysis, even in the field of failure prediction 

[21] Deciding the right timeframe for predicting short-term 

sustainable energy sources [22] and more. 

C. Long short-term memory (LSTM) neural network model: 

The RNN consists of a particular variation named the LSTM 

model. This model discriminates itself by using memory 

units that encourage the refreshing of prior hidden states, 

memory  

that is long-term. Every neuron in this architecture gets 

feedback on its previous state. The output of RNN is  

persuaded not only by the input and weight of the neuron but 

also by the feedback from prior neurons. This ability allows 

the model to detect temporal relationships throughout long 

sequences. The LSTM model makes effective use of 

problems like the exploding and vanishing gradient concerns 

that often affect traditional RNN training. The gate 

mechanism and internal memory unit are crucial in mitigating 

these problems. The LSTM is organized with four primary 

components: The Input Gate, Output Gate, Forget Gate, and 

Cell State.  

Figure 2: The LSTM model’s internal structure[4] 

The gates all together manage the preservation and updating 

of the data stored in the cell state [23]. 
 

An LSTM cell's structure is depicted in Figure 3.2. The 

computational method can be described as [24] : 

𝑓𝑡 =  𝜎 (𝑤𝑓 [ℎ𝑡 − 1, 𝑋𝑡]  +  𝑏𝑓 )   (1) 

𝑖𝑡 =  𝜎 (𝑤𝑖  [ℎ𝑡 − 1, 𝑋𝑡 ] +  𝑏𝑖)  (2) 

𝑜𝑡 =  𝜎 (𝑤𝑜 [ℎ𝑡 − 1, 𝑋𝑡 ] +  𝑏𝑜)  (3) 

𝑎𝑡 = 𝑡𝑎𝑛ℎ  (𝑤𝑎 [ℎ𝑡 − 1, 𝑋𝑡 ] +  𝑏𝑎)  (4) 

𝑐𝑡 =  𝑓𝑡 ∗  𝑐𝑡 − 1 +  𝑖𝑡 ∗  𝑎𝑡   (5) 

ℎ𝑡 =  𝑜𝑡 ∗  𝑡𝑎𝑛ℎ (𝑐𝑡),    (6) 

The sigmoid activation function, represented by σ, is 

defined as follows: 

𝜎(𝑥)  =  (1 +  𝑒−𝑥  ) −1   (7) 

The symbols ft, it, and ot signify the output values of the 

forget, input, and output gates in the context of the LSTM 

architecture. The memory cell is represented by the symbol 

ct, while its updating and activation process is denoted as at. 

The vectors ht and Xt correspond to the output and input 

vectors at time t, respectively.  

The matrices Wf, Wi, Wa, Wo along with the bias vectors bf, 

bi, ba, bo is employed to parameterize the weights and biases 

within the LSTM model. 

D. Cartesian genetic programming evolved recurrent 

neural network (CGPRNN): 

Recurrent networks play a crucial role in numerous nonlinear 

and dynamic system operations. Khan et al. [25] proposed the 

CGPRNN. Cartesian genetic programming, or CGP, is used 

by CGPRNN to evolve RNNs. Rothermich and Miller 

developed the genetic programming method called Cartesian 

genetic programming [26]. In CGP, a digital circuit or 

computer software is designed using a two-dimensional 

graphical representation. CGP is an extraordinarily adaptable 

and productive genetic programming method. Arrays and the 

Cartesian structure are used by CGP to represent its 

architecture[27]. 

A neuro-evolutionary algorithm called CGPRNN is used to 

evolve recurrent neural networks. It makes use of CGP's 

exceptional ability to generate a recurrent artificial neural 

network. CGPRNN differs from other types of CGPANN in 

that it makes use of a feedback mechanism, which involves 

feeding one or more outputs returned into the system as input.  
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Figure 3: CGPRNN node with 3 inputs [5] 

Because the neurons formed from the CGPRNN network are 

not fully linked, the topology of this network differs from that  

of a regular RNN. Additionally, Program inputs are not given 

to any of the input layer neurons. This feature makes it 

possible for CGPRNN to generate topologies that are 

efficient to implement in terms of both hardware and 

computational costs[28]. 

The nodes in the CGPRNN genotype stand in for the RNN's 

neurons. The nodes are associated with certain inputs, 

connecting functions, and weights, as seen in Figure 3.4.  

Three different sorts of inputs are provided: Programme 

inputs, inputs originating from earlier nodes, and inputs 

derived via feedback. The first layer of the genotype in 

CGPRNN has two types of inputs: recurrent inputs and 

system inputs. Whether or not a feedback input is chosen 

through mutation to be used as a node input determines 

whether or not a feedback path will exist for the subsequent 

layers.  

If a node's connection value is one, it is considered to be 

connected; if it is zero, it is considered to be disconnected. 

Between -1 and +1, the weights of the connections are 

generated at random. Nonetheless, the input weight of 

feedback is consistently +1. The weights of the linked inputs 

are added after all of the inputs have been multiplied and 

added. It then moves on to an activation function, which can 

be either linear or non-linear and represents a step function, 

linear, tangent hyperbolic, linear, or log-sigmoid function. 

Every node's ability to provide output is dependent on the 

activation function. The output of the node is then used as 

either the system output or the node that follows it as an input. 

Either any node output or the Programme input might be 

considered the genotype's output(s). If the recurrent input is 

already connected, the genotype output can be fed back into 

the nodes. After that, the CGPRNN genotype continuously 

evolved by mutation until the target fitness is reached. The 

resulting genotype is then converted to the final RNN once 

The weights and linkages of state units are frozen [27]. 

E. Setup of a neural network model: 

1) Dropout 

Deep learning neural networks possess a formidable capacity 

for memory retention. Nonetheless, the phenomenon of 

overfitting arises due to the network's inclination to acquire 

intricate features from data, thereby impeding 

generalizability. To tackle this challenge, dropout has 

emerged as a highly esteemed regularization technique. By 

intermittently nullifying the output of select hidden units, 

dropout seeks to mitigate the intricacies inherent in neural 

network structures, consequently curtailing complexity [29]. 

 

 

2) Scaling: 

a) Normalization  

Normalization is used to transform the numerical column 

values in the dataset into a common scale without affecting 

the variations within the value ranges. Datasets with features 

that fall across a wide range can be normalized [30]. 

Utilizing Sklearn's min max scaler, which is based on the 

formula that follows, the data gets scaled so that all values 

are between 0 and 1. 

b) Standardization 

Standardization or Z-Score: The mean is calculated and 

divided by the standard deviation to normalize 

characteristics. The Z-score is the term used to describe this. 

When the data has a Gaussian distribution, standardization 

may be useful. That being said, this need not always be the 

case. From a geometric perspective, it compresses or enlarges 

the points if std is 1, and it converts the data to the original 

data's mean vector at the origin. As we can see, we are merely 

changing the mean and standard deviation to a standard 

normal distribution, which is still normal; the distribution's 

form remains unchanged. Standardization is unaffected by 

outliers because the modified characteristics do not fall inside 

a predefined range. 

F. Indicators for performance evaluation: 

After creating the model, it's critical to put it through an 

evaluation procedure based on predetermined standards to 

determine its performance and accuracy. This is frequently 

accomplished using pre-defined functions that enable you to 

obtain a numerical number that aids in determining the 

efficacy of a particular model and permits model 

comparisons. The following parameters were measured and 

utilized in order to achieve that: 

• MAE 

• MAPE 

a) MAE 

The computation of the Mean Absolute Error (MAE) 

involves the amalgamation of forecasted values (denoted as 

Ft) and actual observed values (denoted as At) across a set of 

observations (n). This metric encapsulates the measure of 

dissimilarity between predicted and real values, quantifying 

the magnitude of the discrepancies. The MAE is calculated 

through the utilization of the formula represented below: 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝐹𝑡 − 𝐴𝑡|𝑛

𝑡=1   (8) 

MAE's strength lies in its sensitivity to error magnitudes, yet 

its weakness is its inability to provide error direction, making 

comparisons across datasets complex [31]. 

b) MAPE 

One quantitative measure used to evaluate the accuracy of 

forecasting techniques is the MAPE. It measures the mean of 

the absolute percentage differences between the values that 

were predicted and those that were observed in a dataset, 

evaluating the forecasts' accuracy with respect to the actual 

quantities. MAPE proves particularly valuable in the analysis 

of substantial datasets and necessitates the application of non-

zero dataset values for meaningful evaluation.  

𝑀𝐴𝑃𝐸 = (1 / 𝑛)  ∗  𝛴 [(|𝐴𝑐𝑡𝑢𝑎𝑙 −  𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡| /  
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 |𝐴𝑐𝑡𝑢𝑎𝑙|)  ∗  100]  (9) 

Where: 

The sample size (n) is the total number of data points. 

Σ denotes the summation symbol, suggesting that for each 

data point, the expression included in brackets should be 

added up. 

The absolute difference between the predicted and actual 

numbers is shown as |Actual - Forecast|.  

The absolute value of the actual value is shown by |Actual|. 

The result is expressed as a percentage error, reflecting the 

average percentage difference between the forecasted and 

actual values across the dataset Error! Reference source not 

found.. 

 RESULTS 

The primary goal is to predict power production and 

consumption for the next three hours. To achieve this a 

sliding window approach is used, where we use observed and 

predicted values as an input for prediction. This approach is 

practical for real-world applications, especially micro-hydro 

power stations. 

The dataset that was utilized for this project spans four years, 

from 2019 to 2023, and has three columns: “DateTime,” 

“Consumption,” and “Production” in MWh. We use different 

types of models for this task. Initially, we start with simple 

models to establish a baseline. Then, we explore more 

models, including Convolutional, DNN, and Recurrent 

Neural Networks. These models make all their predictions in 

a single shot (all 24 hours prediction at a single shot), unlike 

a sliding window approach where we predict one hour at a 

time and then we make the predicted hour part of an input, 

the input then have observed and predicted values to predict 

the next hour. 

In the final phase, we introduce an approach using a custom 

sliding window technique with LSTM and the novel 

algorithm called CGPRNN. We use the MAE and MAPE to 

assess the effectiveness of both forecasting models. 

baseline model, linear model, dense model, CNN model, and 

RNN models. 
 

A. Custom sliding window approach 

In the Custom Sliding Window methodology, our approach 

entails leveraging the preceding 12 hours of electricity 

consumption to predict the subsequent 3 hours. However, 

rather than providing a singular predictive output, our method 

involves incorporating both observed and predicted values in 

the input sequence. This iterative process involves predicting 

one hour at a time, with each predicted value being appended 

to the input sequence for the subsequent prediction. 

 

 

 

 

 
 

 

 
 

 

 

Figure 4: Sliding window mechanism used in this project 
Subsequently, upon completing a prediction cycle, the 

window of observed values is shifted by unit size, and the 

process is reiterated until the model is sufficiently trained. 

The mechanism is depicted in the following picture. Figure 

4.10 shows some input data for the model through which we 

train the model, based on 12 hours, we predict the next hour, 

so from X1 to X12 is the input data; in the Prediction column 

we have the model’s predicted values shown by y1, y2,…yn, 

in Actual column we have the actual values from the 

historical data we then find out the error by (Actual – 

Predicted) values and in Core Model column the model gets 

updated with each iteration. 
 

This iterative approach involves utilizing both LSTM and a 

novel algorithm known as Cartesian Genetic Programming 

for training and testing purposes. However, we train our 

model using half of the available data and test it on the other 

half.  

Given the iterative nature of this methodology, which 

necessitates considerable computational resources for the 

purpose of identifying optimal hyper parameter 

combinations, a series of extensive experiments has been 

diligently conducted. In the following section I have only 

mentioned two experiments that provided comparatively 

good results.  

1) RNN-LSTM 

In the experiments to train LSTM model, we have used 

standardization as a normalization technique, we used 50% 

of data to train the model and 50% to test the model on it. We 

used 12 nodes with ReLU activation function.  

Here's a summary of the steps in the provided code: 

• Import necessary libraries including NumPy, 

Pandas, and TensorFlow for building and training a 

neural network model. 

• Define a function split_sequence (sequence, 

n_steps) to split a univariate time series sequence 

into input-output pairs with a specified number of 

time steps (n_steps). 

• Set the number of time steps (n_steps) for sequence 

splitting and define a neural network model 

(core_model) using TensorFlow's Keras API.  

• Compile the core_model with the adam optimizer 

and mean squared error loss. 

• Define column names for the result DataFrames for 

both training and testing. 

• Create empty DataFrames Result_Train and 

Result_Test to store the training and testing results, 

respectively. 

• Define a function Model_Train (sequence, model) 

to train the neural network model on a given 

sequence. This function fits the model to the data, 

makes predictions, and appends the predicted value 

to the sequence. 

• Define a function seq_train (raw) to perform 

training iteratively. It calls Model_Train for training 

the model on subsequences of the training data, 

appends the results to Result_Train, and updates the 

input sequence for the next iteration. 
 

 

Dummy Train Data 6352 6116 5873 5682 5557 5525 5513 5524 5510 5617 5643 5743 5737 5776

x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 Prediction Actual

Core Model 6352 6116 5873 5682 5557 5525 5513 5524 5510 5617 5643 5743 Y1 X13

Update core model 6116 5873 5682 5557 5525 5513 5524 5510 5617 5643 5743 Y1 Y2 X14

Update core model 5873 5682 5557 5525 5513 5524 5510 5617 5643 5743 Y1 Y2 Y3 X15

Update core model 6116 5873 5682 5557 5525 5513 5524 5510 5617 5643 5743 5737 Y4 X14

Update core model 5873 5682 5557 5525 5513 5524 5510 5617 5643 5743 5737 Y4 Y5 X15

Update core model 5682 5557 5525 5513 5524 5510 5617 5643 5743 5737 Y4 Y5 Y6 X16

Update core model 5873 5682 5557 5525 5513 5524 5510 5617 5643 5743 5737 5776 Y7 X15

Update core model 5682 5557 5525 5513 5524 5510 5617 5643 5743 5737 5776 Y7 Y8 X16

Update core model 5557 5525 5513 5524 5510 5617 5643 5743 5737 5776 Y7 Y8 Y9 X17

Train Data
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• Set the number of iterations and the raw data length 

initial values based on the length.  

• Iterate through the training data, extracting 

subsequences and applying the seq_train function. 

• Extract test data from the remaining portion of the 

raw data.  

 

 

 

Following figures 4.11 and 4.12 displays the model's training 

and testing curves for 7000 data points.  

Figure 5: The training result of the model for 7k rows 

 

 

Figure 6: The testing result of the model for 7k rows 
 

The following Figures 4.13 and 4.14 shows the model 

performance when trained on 4k data samples. 

 
 

Figure 7: The training curves for 4000 rows 

Figure 8: Testing curves for 4k rows 

 

TABLE 1: LSTM MODEL RESULTS 

Table 4.2 presents a performance comparison of both of the 

experiments. The models are trained and tested on 4k and 7k 

data samples, providing one- and three-hours predictions into 

the future. The errors are presented in Megawatt hours 

(MWh). 

 

The model is trained and tested on both “Consumption” and 

“Production,” as you can see in the above table 4.2. The 

model is run on 4k and 7k rows from the dataset. “Train C” 

represents that the model is trained on “Consumption” 

historical data, “Test C” indicates that the model is tested on 

“Consumption” data, and “Test P” represents that the model 

is tested on “Production” data. In the experiment with 4k data 

points, we obtained an accuracy of 93.47 % for training 

and 92.54% for testing to predict the next three hours. The 

best results in the table are shown in bold text. 

 

2) Cartesian genetic programming recurrent neural 

network 

The CGP-RNN training was carried out on the production 

data, and validation was performed on both the training and 

testing data. Figure 4.18 shows the actual and predicted 

values; the predicted values curve follows the actual values 

curve very closely. 

 
 

Figure 9: Testing result curve with CGP-RNN algorithm 

Model 
Training/Test

ing 
Input/output MAE  MAPE 

4k 

rows 

Train C 

12 inputs 

1 output 

363.47 4.86 

Test C 324.41 5.04 

Test P 340.91 5.21 

Train C 

12 inputs 

3 outputs 

489.87 6.53 

Test C 450.11 7.46 

Test P 445.65 6.75 

7k 

rows 

Train C 

12 inputs 
1 output 

279.813 3.92 

Test C 465.18 7.01 

Test P 392.77 6.69 

Train C 

12 inputs 
3 outputs 

382.16 5.36 

Test C 678,81 10.2 

Test P 586.93 9.95 
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TABLE 2: RESULTS OF CGPRNN MODEL 

 

CGPRNN used 50 nodes, although the actual nodes used in 

the model are fewer. The model is trained on “Production” 

column from the dataset then it is tested on both “Production” 

and “Consumption”, Train- P (Model trained on 

“Production”), Test-P (Model test on “Production) and Test 

–C (Model test on “Consumption”). As you see in Table 4.4, 

we have six inputs and 6 outputs, which means that based on 

the previous six hours, we are predicting the next 6 hours. 

Then we have three inputs and three outputs, which means 

that the model predicts the next three hours based on previous 

six hours which have both observed and predicted values as 

explained in the custom sliding window approach. Finally, 

we have six inputs and one output, which means that we are 

predicting the next hour based on the previous six hours. 

When the model was first trained and tested on the entire 

dataset, the outcomes are displayed in Table 4.4. 

 CONCLUSION: 

In conclusion, the various approaches and algorithms 

employed in this study present unique advantages and 

drawbacks, contributing to a detailed understanding of their 

applicability. Convolutional Neural Networks and Recurrent 

Neural Networks in the prediction process offer a robust 

foundation for capturing spatial and temporal dependencies 

in the data. CNNs stand out in extracting spatial features, 

whereas RNNs are adept at modelling temporal patterns. 

However, the dependency on vast training data and the 

possibility of overfitting are noteworthy drawbacks. 

Moreover, the autoregressive nature of the models presents 

challenges in precisely predicting distant subsequent values. 

Finding a balance between model complexity and forecasting 

accuracy is a key concern across all approaches. These 

insights help the continued discussion about the optimization 

of predictive modelling for electricity consumption and 

production prediction, leading the way for future 

improvements and refinements in the field. On the other 

hand, with its iterative prediction methodology using LSTM 

and CGP, the Custom Sliding Window approach excels in its 

adaptability in yielding an output of varying lengths. This 

adaptability verifies advantageous in scenarios demanding 

several output predictions. However, the recurrent nature of 

the approach may present higher computational complexity. 

Comparing the results of these two established models, CGP-

RNN gave good results compared to LSTM. However, it 

must be mentioned that both models can be improved by 

experimenting with different combinations of hyper 

parameters. CGP-RNN gave a training MAPE of 6.67 and a 

testing MAPE of 6.68 for the next three hours; on the other 

hand, LSTM gave a training MAPE of 6.53 and a testing 

MAPE of 7.46 for the next three hours.  

We have validated The LSTM model on the Jungle-Inn 

dataset, which contains hourly data spanning 65 days. The 

results are promising, and in the future, when more data is 

available, the same method can be extended.  
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Meta-Space: Pioneering Education in the Metaverse

Abstract—In the evolving landscape of learning methodologies, 

technology has emerged as a catalyst, transforming the 

educational experience. This study delves into the realm of 

Virtual Reality (VR) and Augmented Reality (AR), collectively 

referred to as the "Metaverse," as a pivotal tool in education. 

By conducting systematic literature reviews, we investigate the 

potential, effectiveness, and associated pros and cons of 

employing the Metaverse for learning. Our findings affirm 

that the Metaverse proves to be a highly effective learning 

platform, enhancing engagement through lifelike avatars and 

bridging the gap between the real and virtual worlds. While 

this innovative approach facilitates visualizing materials and 

fosters interactive and interesting learning environments, 

challenges such as the cost of requisite devices remain. Despite 

limitations, the advantages of integrating the Metaverse into 

education are evident, necessitating ongoing development to 

amplify benefits and address existing constraints. This 

research contributes valuable insights to the ongoing discourse 

on leveraging Metaverse technologies for enriching 

educational practices.  

Keywords: Metaverse; Virtual Classroom; Education; 

Communication.  

I.  INTRODUCTION 

Learning is a lifelong journey, an ever-present thread woven 

into the fabric of our lives, guiding us to new insights and 

knowledge, regardless of age. From our earliest days, the 

pursuit of knowledge has been a fundamental aspect of our 

existence, often shaped by formal education. However, the 

methods through which we learn vary in their ability to 

captivate our interest. Traditional learning materials, 

dominated by text with sparse illustrations, often present a 

challenge to making the learning experience truly enjoyable 

and engaging. 

In the contemporary landscape, the rapid evolution of 

technology has revolutionized various domains, with 

education standing prominently affected [1]. Technological 

tools, once as simple as projectors in classrooms [2], have 

now transformed into virtual classrooms conducted via 

video conferences, especially accentuated by the global 

impact of the COVID-19 pandemic. Yet, the shift to virtual 

learning comes with its own set of limitations, particularly 

in fostering interactive student-teacher and peer 

interactions. 

Amid the ongoing quest for optimal technological solutions 

to enhance education, Virtual Reality (VR) and Augmented 

Reality (AR) have emerged as promising contenders [3], 

[4]. Virtual Reality enables users to immerse themselves in 

computer-simulated environments, as seen in applications 

like Google Earth's VR implementation. On the other hand, 

Augmented Reality seamlessly integrates digital elements 

into the real world, exemplified by social media filters and 

popular games like Pokémon Go. Together, VR and AR 

converge to form what is colloquially known as the 

"Metaverse", a virtual realm that melds the tangible and 

digital universes. 

 

Figure 1: Metaverse-related technologies and their impact on the 

Metaverse[8] 

 

In addition, the virtual classroom has broader applications in 

studying human behavior, skill training, and gaming. 

Neuropsychology benefits greatly from immersive virtual 

environments. The virtual classroom is revolutionizing 

education with its impact on accessibility, flexibility, and the 

learning experience.  

 

We examine the difficulties and opportunities for social good 

associated with the metaverse in this study as we delve into 
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its complex domain. We look at how digital technologies 

might improve educational experiences and meet social 

requirements, especially in the setting of virtual classrooms. 

As part of our methodology, a metaverse classroom is 

meticulously built using state-of-the-art technologies and 

techniques to guarantee realism and usefulness. Our study 

strives to unearth insights that pave the path for revolutionary 

improvements in education and beyond as we negotiate the 

complexity of the metaverse landscape. 

 

II. CHALLENGES IN THE EDUCATIONAL 

METAVERSE 

 

A. Challenges from Regulators in the Education Metaverse  

The government and other regulatory bodies have not given 

the education metaverse the attention it deserves, which is one 

of its main challenges. Through resource sharing and real-

time interactive platforms, this virtual learning environment 

offers enormous potential to educate more people. But 

because the regulators weren't involved from the beginning, 

there aren't any clear guidelines or directives. On paper, the 

government's plans don't offer enough support for this new 

approach to education, which incorporates socializing, 

trading, and creative activities in addition to traditional 

classroom instruction. Encouraging the regulators to join the 

education metaverse is essential to its growth and 

development [9]. 

 

B. Challenges Faced by Designers in the Education 

Metaverse 

The education metaverse is a dynamic and easily navigable 

digital learning environment that you can utilize at any time 

and from any location thanks in large part to the work of 

metaverse designers. Currently, the technology mostly 

depends on AR/VR/MR devices, however there is a small 

issue. The learning experience isn't as immersive as we'd like 

it to be because of these devices' limitations. It's like having a 

great gadget that's not quite ready for prime time. The 

metaverse's required gadgets are also somewhat expensive 

and difficult to transport. So, even if you have this amazing 

learning space, it's not always practical to use it. Furthermore, 

designers still haven't quite figured out how to best organize 

the many components of the metaverse and determine what 

each one should be used for in terms of teaching. Therefore, 

more work needs to be done to ensure that the education 

metaverse is truly excellent. 

 

C. Challenges Faced by Users in the Education Metaverse 

When users step into the education metaverse, they rely on a 

network of shared resources and strong social connections to 

enhance their learning. But here's the catch – the ethical rules 

of this virtual world haven't been set up properly yet. This 

means users might face similar problems as they would in the 

real world. Because the metaverse is a big collection of social 

ties, users might be tempted to explore using less trustworthy 

resources and tricks. 

 

III. METAVERSE FOR SOCIAL GOOD 

Even though the metaverse is essentially a virtual world 

centered around human interaction, it has a notable positive 

influence on the real world. This impact is particularly evident 

in areas such as accessibility, diversity, equality, and 

humanity. In the following section, we highlight some notable 

applications that showcase how the metaverse contributes to 

social good [7]. 

 

A. Metaverse Applications for Enhanced Accessibility 

In today's globalized world, communication and collaboration 

between countries have become more frequent. However, the 

challenge of geographical distance remains a significant 

obstacle, leading to increased costs in various processes. The 

COVID-19 pandemic further exacerbated this issue, causing 

the suspension of many events due to preventive measures. 

 

Enter the metaverse, a solution that enhances accessibility to 

meet diverse social needs. For instance, numerous events have 

seamlessly transitioned to virtual formats, thanks to the 

metaverse. A notable example is UC Berkeley hosting its 

graduation ceremony on Minecraft in 2020. Additionally, 

platforms like Fortnite host a plethora of virtual events, 

including concerts such as the one featuring Travis Scott. 

These instances underscore how the metaverse has seamlessly 

integrated into our daily lives, offering a cost-effective and 

secure means to fulfill our social needs.  

 

B. Exploring Metaverse for Inclusive Experiences 

The limitations of the physical world, including factors like 

geography and language, make it challenging to integrate 

diverse elements in one place to cater to the needs of 

different individuals. Enter the metaverse, offering an 

expansive virtual realm with seamless scene 

transformations that can effectively achieve diversity. The 

metaverse provides a platform for a myriad of intriguing 

scenarios, breaking free from physical constraints. For 

instance, Animal Crossing organized a presidential 

campaign for Joe Biden, showcasing the diverse 

possibilities within the metaverse. Similarly, students at 

Stanford University exhibited their posters in Second Life. 

These examples, however, only scratch the surface as the 

metaverse hosts a plethora of activities spanning education, 

shopping, political campaigns, artwork, pets, haunted 

houses, and more. Consequently, the metaverse 

significantly fulfills the diversity requirements of our 

physical society. 

 

C. Digital Twins 

Besides metaverse users, even things in our everyday world 

can also connect and interact with the virtual realm, appearing 

as digital twins in this digital space. Imagine them as identical 

virtual copies that mimic real-world objects. How does this 

work? Well, devices in the real world have their information 

collected through widespread sensing technologies. These 

technologies keep the virtual copies, or digital twins, updated 

to reflect the current status of their real counterparts. This 
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connection between the physical and virtual worlds opens up 

exciting possibilities. It's like having a parallel version of the 

real world in the metaverse, allowing for a seamless exchange 

of information and actions between our physical surroundings 

and the virtual space. 

 

IV. METHODOLOGY 

This methodology presents a comprehensive guide to 

developing an interactive and immersive metaverse 

classroom using Blender, a powerful 3D modeling software. 

The process commences with meticulous planning of the 

classroom layout, encompassing crucial elements like avatars, 

furniture, walls, doors, windows, whiteboard, roof, and 

lighting. Designing the core structure in Blender involves 

creating walls, doors, windows, and roofs, ensuring accurate 

proportions and a realistic environment.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2: Meta-Space Flowchart 

 

 

The methodology emphasizes applying appropriate texturing 

and lighting to achieve an authentic ambiance within the 

virtual classroom. Thorough testing and iterative refinement 

phases ensure optimal functionality and visual quality, 

promoting an immersive and rewarding learning experience. 

Upon successful completion, the virtual classroom project is 

saved in Blender and exported to incompatible formats, 

making it readily accessible and adaptable for various virtual 

reality platforms and Metaverse applications. 
 

 

A. 3D Modeling with Blender 

The very first step in our workflow, shown in Figure 2, is 

creating 3D assets for our metaverse. Before diving into 

Blender, we carefully planned the layout and design of the 

virtual classroom. Considering the essential elements, such as 

avatars, chairs, tables, walls, whiteboards, windows, doors, 

roofs, and lighting. We envisioned a modern and interactive 

learning space to ensure an engaging and immersive 

experience for students. 

1) Designing Classroom: With the design plan in mind, we 

opened Blender, the powerful 3D modeling software, 

created a new project, and set the appropriate dimensions 

for the virtual classroom scene. Using Blender's versatile 

tools, creating the core structure of the virtual classroom. 

Modeling the walls, doors, windows, and roof to give the 

classroom its basic form. We ensured that the proportions 

and scale were accurate to provide a realistic 

environment. 

2) Designing Desks and Chairs: We focused on designing 

the furniture and props for the virtual classroom. Using 

Blender's modeling tools, we crafted chairs, tables, and a 

whiteboard that fit seamlessly into the classroom setting. 

Attention to detail, such as textures and colors, to make 

the objects visually appealing and true to real-life 

counterparts. 

 

B. Designing Avatars 

MetaHuman Creator is a free, cloud-streamed tool you can 

use to create your digital humans in an intuitive, easy-to-learn 

environment. Using MetaHuman Creator, you can customize 

your digital avatar's hairstyle, facial features, height, body 

proportions, and more [5]. In the Metaverse classroom, 

integrating avatars using MetaHumans enhances interactivity 

and engagement. These lifelike digital representations of 

users allow for real-time communication and collaboration. 

Avatars foster active participation in discussions, role-

playing, and group activities, creating a personalized and 

immersive learning environment. With that in mind, we 

created avatars for teachers and students. 

 

C. Gaming Engine Integration 

A gaming engine like Unity or Unreal Engine would be the 

perfect platform to use to bring our Meta-Space concept to 

life, merging our 3D classroom elements like chairs, desks, 

and avatars into a unified virtual setting. Using a gaming 

engine's capabilities enables dynamic interactions, smooth 

asset integration, and the deployment of several 

functionalities. We can give avatars the ability to move around 

the virtual classroom, interact with furniture like desks and 
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chairs, and even participate in group activities by using 

scripting and programming within the gaming engine. These 

engines also provide capabilities for improving visual fidelity 

and performance, guaranteeing an engaging and immersive 

experience in our Meta-Space environment.  

 

D. Communication Integration 

Agora SDK is an all-inclusive real-time communication 

solution that gives developers the infrastructure and resources 

they need to incorporate message, audio, video, and live 

streaming features into their projects. The Agora SDK's 

capability to provide 3D spatial audio is one of its most 

notable features. By mimicking how sound behaves in the real 

world, spatial audio improves the immersive experience of 

virtual worlds by enabling users to detect audio sources from 

various angles and distances. Agora uses spatial audio 

techniques and sophisticated audio algorithms in its SDK to 

do this. Agora SDK generates realistic audio environments 

that improve users' sense of presence and immersion when 

interacting with 3D spaces or virtual worlds. These 

environments are achieved by precisely placing audio sources 

within a virtual space and adjusting properties like volume, 

directionality, and distance attenuation. Applications where 

spatial awareness and realistic audio interactions are crucial 

for an engaging user experience, like virtual events, online 

gaming, remote collaboration, and virtual classrooms, will 

greatly benefit from these capabilities. We currently are 

working to implement Agora SDK in our project. 

 

IV. RESULTS 

The results of the experimental process yielded insightful 

findings across various dimensions, shedding light on the 

efficacy and potential of the implemented Metaverse 

classroom. 

 

A. Classroom in Blender 

The classroom is designed with a capacity of 10-15 students. 

This number ensures that there isn’t too much traffic on the 

server. The classroom has enough room for the teacher to 

move around during lectures and for students to not get too 

cramped in a space.  

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3: Classroom Model in Blender. 

 

B. Furniture and Props 

For the furniture, we designed simple chairs and desks for the 

classroom to give a real-life-like feeling. The props include 

lights in your classroom and a whiteboard. The users can 

freely interact with the furniture and lights, bringing the 

virtual classroom to life. Figure 3 and Figure 4 show the 

whole classroom and the teacher’s desk.  

 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Modeling of Desk in Blender 

 

C. Avatars for the Classroom 

In the Metaverse classroom, we are currently working on 

integrating avatars using MetaHumans, which enhances 

interactivity and engagement. These lifelike digital 

representations of users allow for real-time communication 

and collaboration. Avatars foster active participation in 

discussions, role-playing, and group activities, creating a 

personalized and immersive learning environment. In Figure 

4, we tried to create our professor digitally. 

 

 
Figure 4: Sir Yasir Avatar in MetaHuman 

 

 

V. CONCLUSION 

To sum up, the education metaverse has the amazing potential 

to completely transform the way we learn by removing 

obstacles based on geography and enabling access to 

education for everyone. We do, however, have certain 

obstacles. To control the expansion of the metaverse, 

regulators including the government, need to be more vigilant 

and establish explicit guidelines. To use accessible 

technology to create an immersive and useful learning 

experience, Designers have their work cut out, too, as they 

strive to make the learning experience immersive and 

practical with accessible technology. While social networks 

and shared resources are beneficial, users must exercise 

caution to avoid taking unnecessary risks in this rapidly 

changing digital environment. To guarantee that everyone 
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involved has a positive and meaningful learning experience, 

teamwork, careful rules, and ongoing technological 

advancements are necessary to realize the full potential of the 

education metaverse.  
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Abstract— In the fast-evolving cryptocurrency market, 

accurately predicting Ethereum prices is crucial for 

investors, traders, and financial analysts. Traditional 

machine learning (ML) models often struggle to capture the 

market's complex dynamics due to their inability to consider 

all influencing factors. This study introduces an advanced 

ensemble machine learning approach to enhance Ethereum 

price prediction accuracy. By combining the strengths of Bi-

directional Long Short-Term Memory (Bi-LSTM) and 

Convolutional Neural Network (CNN) models, our ensemble 

averaging method compensates for individual model 

weaknesses, improving forecast reliability and precision. 

Results show that our ensemble model offers significant 

advantages, particularly in terms of generalizability and 

resistance to overfitting with LSTM and CNN models and 

this technique is offering a more effective tool for navigating 

cryptocurrency market complexities. This research 

highlights the importance of ensemble learning in financial 

forecasting and provides a practical framework for 

developing superior predictive models." 

Moreover, This study explores an advanced ensemble 

machine learning approach to enhance Ethereum price 

predictions, combining the strengths of Bi-directional Long 

Short-Term Memory (Bi-LSTM) and Convolutional Neural 

Network (CNN) models. While Bi-LSTM individually 

exhibits slightly higher performance in our tests, the 

ensemble method demonstrates enhanced stability and 

reliability, making it a valuable tool for navigating the 

unpredictable dynamics of the cryptocurrency market.  

We found that Bi-LSTM is good on its own, but the balanced 

approach of the ensemble model is far better, especially 

when it comes to generalizability and overfitting resistance. 

Insights into creating flexible and trustworthy prediction 

models are provided by this study, which highlights the 

possibilities of ensemble learning in financial forecasting. 

 

Keywords— LSTM(Long short term memory) , 

CNN(Convolutional Neural Network), RNN(Recurrent Neural 

network, Ensemble learning, Deep learning  

 

I. INTRODUCTION 

This paper investigates the causes for the effectiveness of 

the most well-known and accurate forecasting techniques.  

This study examines the impact of incorporating  all 

relevant columns, such as 'Open', 'Close', 'High', 'Low', 

and Volume, on the accuracy of forecasting models.   

This research contributes to the field of cryptocurrency 

forecasting through the development of two distinct deep 
learning models, CNN and the variant of RNN the Bi-

LSTM, and a state-of-the-art ensemble model to evaluate 

the accuracy of all models and the performance of 

individual and ensemble models. This research casting 

light on the most precise prediction methods by evaluating 

the accuracy level of individual model. 

Researchers used diverse statistical, machine learning, and 

deep learning techniques to forecast various 

cryptocurrencies, but it is unclear which of these 

approaches is preferable. Because most of the studies are 

done over relatively short time periods and concentrate on 

forecasting the price of cryptocurrencies across a wide 
range of time intervals, the research is scattered and lacks 

generalization. In addition, the accuracy and evaluation of 

the performing models are grossly neglected.  

 Also, the models are very complicated, which makes it 

hard to use them in the real world because of the high 

costs of application, training, and forecasts. Lastly, due to 

the diverse datasets, pre-processing strategies, and 

experimental methodologies, the comparisons between the 

approaches are inconsistent, the experiments are difficult 

to reproduce, and their results are therefore unreliable. 

The primary objective of this paper is to overcome these 
limitations and raised light on the effectiveness of the 

most prominent approaches proposed to date in the 

literature for the crypto price prediction task. As a 

significant contribution, we develop a framework for 

comparing the accuracy of each deep learning model and 

its performance relative to ensemble learning models. 
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In this paper, we propose various Deep Learning models 

and evaluate their efficacy in relation to Ethereum price 

forecasting. 

Additionally, we provide a novel ensemble learning 

approach that utilizes two deep learning architectures, 
namely Recurrent Neural Network (RNN) with Long 

Short-Term Memory (LSTM) and Convolutional Neural 

Network (CNN), for the purpose of predicting Ethereum 

values.  The findings obtained from the LSTM and CNN 

models are used to implement an ensemble averaging 

strategy for result aggregation. Based on existing 

scholarly understanding, the main emphasis in Ethereum  

forecasting study is to matters of safety and 

confidentiality. Previous research in the field of price 

forecasting has mostly used data such as price, volume, 

and textual content. These studies have primarily 

concentrated on datasets characterized by modest swings 
and short-term time periods. 

In our research, however, we use daily data from the past 

five years to predict the next day's price that means we 

worked on long term time period. 

 
II. LITERATURE REVIEW 

 

The issue of forecasting future values based on historical 

data poses a significant challenge. This phenomenon is 

widespread in several practical contexts investigated by 

scholars, including but not limited to finance, climate 

prediction, and energy production. Financial time series 

forecasting is a very intricate issue that has garnered 
significant scholarly attention over the course of many 

decades. Nevertheless, the predictive capacity of 

conventional statistical models is constrained when it 

comes to forecasting financial time series data, mostly 

owing to the intrinsic volatility that characterizes such 

data. Predicting financial time series, especially stock 

prices, is a challenging task due to the presence of heavy-

tailed distributions. Currently, the unsolved issue of stock 

market return prediction persists, with disputed 

conclusions[2]. The researchers highlighted 

the phenomenon of this type of predictions and their 

controversial results.[3] . The recent rise in the value of 
cryptocurrencies, particularly Ethereum, has sparked a 

corresponding surge in the desire to forecast their future 

pricing[4]. Similar to the stock market, the precision of 

Ethereum price predictions will lead to enhanced financial 

gains for investors. In order to effectively capture 

complex nonlinear interactions among data variables, the 

analysis of time series pricing data requires the use of 

advanced techniques, such as deep learning models [5]. 

As a result, the anticipation of investment markets has 

emerged as a prominent subject of study within the 

domain of machine learning. 
In addition, a wide array of scientific and financial 

approaches are used to forecast the future price 

fluctuations of cryptocurrencies[6]. ARIMA is a notable 

illustration of a financial and statistical methodology [7]. 

This model is often used by researchers for the purpose of 

predicting Ethereum values [8,9]. Additional models have 

been used in the field, including generalized 

autoregressive conditional heteroscedasticity (GARCH) 

models for predicting volatility in cryptocurrencies [10]. 

The GARCH model is considered volatility forecasting 

model in many researchers' point of view[11] as well as 

diffusion processes in probabilistic forecasting of 

cryptocurrencies also used for volatility forecasting [12]. 

Another cohort of researchers use machine learning (ML) 
methods such as stochastic gradient boosting machines 

[13], linear regression, random forest, support vector 

machines, and k-nearest neighbours [14]. To enhance the 

precision of price forecasts, these methodologies use past 

data to ascertain the most important aspects that will 

shape future cryptocurrency values. A third body of 

literature use deep learning (DL) models to predict the 

value of cryptocurrencies, building upon their recent 

achievements in quantitative finance [15]. The values of 

Bitcoin, Ethereum, and Litecoin have been forecasted via 

the use of several neural network models, including 

recurrent neural networks (RNN) such as gated recurrent 
unit (GRU) and long short-term memory (LSTM), 

temporal convolutional networks (TCN), and hybrid 

designs. Deep learning (DL) methods are considered to be 

useful for time series forecasting due to their ability to 

handle noise, their inherent capability to handle data 

sequences, and their capacity to learn nonlinear temporal 

relationships from these sequences [16]. 

 
III. MODELING AND APPROACHES 

This section describes the procedures followed during the 

preprocessing and modeling phases of the investigation. 

The performance of CNN, Bi-LSTM, and Ensemble 

models is then assessed. The outcomes of each model's 
forecasting and prediction graphs are explained. In 

conclusion, our examination of the study's results is 

comprehensive and exhaustive. 

The objective of this study is to forecast the Ethereum 

price for the next day using CNN, Bi-LSTM, and 

ensemble learning techniques. The following research 

methods employ a state-of-the-art technique that will be a 

game changer in the field of Cryptocurrency price 

prediction. 

  

1. The historical data encompasses a diverse range of 

attributes, including the opening and closing prices. 
The usual methodology used in trade market 

forecasting entails the examination and analysis of 

these aforementioned features. The highest and 

lowest prices refer to the uppermost and lowermost 

values at which a Ethereum was exchanged during 

a certain time frame. The closing price is often 

defined as the last price at which a transaction 

using Ethereum takes place within a certain 

timeframe. The open price refers to the specific 

price at which a cryptocurrency commences trading 

at the commencement of a designated time period. 
We employed historical Ethereum daily pricing 

data spanning from 2017 to September 2023. 

2. To separate the dataset into training and testing 

sets, the prepare_data function is created. It also 

prepares the data for input into all models. 

3. Development of Bi-LSTM, CNN, and ensemble 

Averaging models for deep learning 

4. Training consisting of Bi-LSTM, CNN, and 

Ensemble Averaging models. 
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5.  Models Forecasting 

6. Models’ evaluation. 

7. Comparing the results obtained from Bi-LSTM, 

CNN, and ensemble models for Ethereum 

forecasting using various evaluation matrices, 
including RMSE, MAE, MAP, and Accuracy.  

The URL to our proposed models on github is provided 

below. 

Ensemble-learning-model/Ensemble deep learning 

model.docx at main · Fozeeshan/Ensemble-learning-

model (github.com) 

 

A. Historical Data 

Ethereum historical price data is taken from from 

CoinMarketCap from Nov 2017 till sep 2023  

https://coinmarketcap.com/ 

 

Table-I explains our dataset. It contains Date, open, high, 

low, close and volume columns. We are incorporating all 

columns to determine the influence of these column 

values on price forecasting. Close column is our targeted 

column, and the remaining columns are our input 

columns; therefore, the predicted next day value is 

forecasted through the inclusion of all other columns of 

the data set.  

We applied following methodology on data for predicting 

Cryptocurrency prices. 

TABLE-I SHOWS COMPLETE DATA COLUMNS OF DATASET. 

 

Parameter Description Data Type 

Date Date through that we can 

predict our Ethereum 

Date 

Open Daily prices from which 

Ethereum values starts 

Number 

High Daily high price of the 

Ethereum 

Number 

Low Daily low price of the 

Ethereum 

Number 

Close These are basically our 

targeted value. It is daily 

close price of the Ethereum 

Number 

Volume Total volume of Ethereum at 

that close price. 

Number 

 

 

B. Proposed Structure of our Ensemble Averaging deep 

learning model. 
 

In deep learning and machine learning in general, simple 

averaging is a foundational ensemble technique. In 

straightforward averaging, the predictions of multiple 

neural networks (or models) are averaged together. This 

technique is simple and effective for enhancing the 

accuracy of predictions. Regression and classification 

problems are both amenable to simple averaging. 

By merging the results of many distinct models, a simple 

averaging ensemble deep learning model is a method for 

improving forecast accuracy. The average of the 

predictions made by each model in the ensemble is 

calculated using this technique. 
The fundamental equation for simple averaging using two 

models (M1 and M2) is as follows: 

(Prediction from M1 + Prediction from M2) / 2 = Final 

Averaged Prediction 

This research applied an advanced ensemble Averaging 

deep learning model that included LSTM, a kind of 

recurrent neural network (RNN) often used for time series 

prediction, in conjunction with a convolutional neural 

network (CNN). The convolutional neural network (CNN) 

is a commonly employed network design within the field 

of deep learning. It is designed to learn directly from input 

and has shown high efficacy in tasks such as time series 
predictions and ensemble learning, where numerous 

individual models are combined to obtain improved 

generalization performance. Consequently, throughout the 

process of our study, we used an ensemble approach by 

combining our Bi-Long Short-Term Memory (Bi-LSTM) 

and Convolutional Neural Network (CNN) models in 

order to enhance the accuracy of our outcomes. 

 

C. The structure of Bi-LSTM.  

Bidirectional -Long Short-Term Memory model is 

constructed and trained. Bidirectional LSTMs have both 
forwards and backwards passes and are effective at 

sequence prediction tasks. To prevent overfitting, the 

model architecture consists of three LSTM layers with 

variable numbers of units and dropout layers. 

A loss function and the Adam optimizer with a specified 

learning rate are used to compile the model. 

Early stopping is used to monitor the validation loss, 

allowing the model to end training when the validation 

loss no longer improves. 

 

D. The Structure of CNN. 

Convolutional Neural Network (CNN) model is 
constructed. The architecture of the model consists of a 

1D convolutional layer, max-pooling, flattening, and 

dense connected layers. 

Similar to the LSTM model, the CNN model is compiled 

using a loss function and the Adam optimizer. Early 

stopping is also implemented. 

 

E. Predictions with Bi-LSTM and CNN 

 

Using both Bi-LSTM and CNN models, predictions are 

made on the test data following training. The resultant 
predictions are presented as arrays. 

I used model_lstm and model_cnn to make predictions on 

the X_test data in our programme. The arrays y_pred_lstm 

and y_pred_cnn contain the predictions for the Bi-LSTM 

and CNN models, respectively. 

 

F. Ensemble Averaging to Combine Predictions 

 

sing ensemble averaging, the program combines the 

predictions of the Bi-LSTM and CNN models. This basic 
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method creates a new prediction by averaging the 

predictions of the two models. 

In our program, y_pred_lstm and y_pred_cnn represent 

the predictions of the Bi-LSTM and CNN models, 

respectively. The ensemble prediction, y_pred_ensemble, 
is created by averaging y_pred_lstm and y_pred_cnn 

element-by-element. This ensemble forecast represents an 

aggregate estimate of the closing prices. 

Consequently, y_pred_ensemble comprises the 

predictions derived from the ensemble model created by 

aggregating the predictions of the individual Bi-LSTM 

and CNN models. 

The concept behind ensemble averaging is that it can 

increase the accuracy of predictions by minimizing the 

impact of individual model errors. 

 

G. Evaluation Metrics: 

In this model, two important evaluation metrics are used 

to assess the accuracy of predictions: 

 The Mean Absolute Error (MAE) is a metric used to 

quantify the average absolute deviations between the 

observed Ethereum prices and the corresponding 

anticipated values. This provides a glimpse into the 

extent of the model's inaccuracies. In the given 

model's context, a reduced Mean Absolute Error 

(MAE) signifies a higher level of accuracy in the 

price predictions made by the model. 

 Root Mean Squared Error (RMSE): This metric 

quantifies the square root of the mean of the squared 

errors in predictions. The method assigns more 

significance to substantial errors, hence  

exhibiting sensitivity towards outliers. Root Mean Square 

Error (RMSE) is a valuable statistic for comprehending 

the dispersion of forecast inaccuracies. Like Mean 

Absolute Error (MAE), a lower Root Mean Square Error 

(RMSE) suggests that the model's predictions are more 

precise. 

These evaluation metrics are essential for determining the 

precision and dependability of the ensemble model's 

Ethereum price forecasts.  

In our research, each of the Bi-LSTM, CNN, and 

ensemble models' evaluation metrics are also generated. 

Included among the metrics are Mean Absolute Error 

(MAE), Root Mean Squared Error (RMSE), and a 

"Accuracy" score. 

We provided three visualization graphs for understanding 

the efficacy of the models. It depicts actual close prices 

versus predicted close prices for the Bi-LSTM, CNN, and 

ensemble models 

IV. RESULTS AND DISCUSSIONS 

(Bi-LSTM) Model Performance 

Based on our analysis, the Bi-LSTM model, which takes 
advantage of the sequential nature of the data, proved to 

be the most effective.  

Crucial Performance Indicators: The model demonstrated 

exceptional performance, attaining a Mean Absolute Error 

(MAE) of 0.0061, a Root Mean Squared Error (RMSE) of 

0.0091, and an accuracy of 98.47%. The performance of 

this model highlights the remarkable ability of the Bi-

LSTM to identify and forecast the intricate dynamics 

associated with the price fluctuations of Ethereum. 

CNN Model Performance: 

 In our research, the CNN model, which is renowned for 
its ability to recognize spatial patterns in data, also 

demonstrated impressive performance. 

Crucial Performance Indicators: With an MAE of around 

0.010, an RMSE of around 0.012, and an accuracy of 

nearly 97.40%, the CNN model achieved these results. 

Although the CNN model offers significant insights into 

the price behaviour of Ethereum, its overall accuracy is 

marginally inferior to that of the Bi-LSTM model. 

Ensemble Model Performance:  

By employing an aggregating technique, our ensemble 

model amalgamated the predictive prowess of the Bi-

LSTM and CNN models, resulting in improved 
forecasting capabilities. Crucial Performance Indicators: 

The accuracy of 97.98%, MAE of 0.008, RMSE of 0.012, 

and MAE of 0.008 produced by the ensemble method 

demonstrate an interaction between the sequential and 

spatial data processing capabilities of the individual 

models. While demonstrating an enhancement compared 

to the CNN model, the ensemble model falls short in 

comparison to the Bi-LSTM model. 

 

Visual Verification of Predicted Models:  

 
Bi-LSTM prediction: The discrepancy between the Bi-

LSTM model's predictions and the actual Ethereum prices 

(as illustrated in Figure 1) underscores this model's 

superior accuracy and capacity to closely monitor price 

trends.  

CNN Predictions: The efficacy of the CNN model is 

illustrated in Fig. 2, which compares its predictions to 

actual prices. However, it is worth noting that the CNN 

model exhibits a slightly lower precision in comparison to 

the Bi-LSTM model.  

Ensemble Model Predictions: The predictions generated 

by the ensemble model are presented in Figure 3. This 
visual representation provides strong evidence of the 

model's ability to accurately forecast Ethereum price 

fluctuations, although it does not outperform the 

performance of the Bi-LSTM model. 

 
TABLE-II RESULTS OF THE STUDY 

 

Matric Bi-LSTM CNN Ensemble 

MAE 0.0061 0.010 0.008 

RMSE 0.0091 0.015 0.012 

ACCURACY 98.47% 97.40% 97.98% 
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           Fig.  1. Ethereum prediction  with Bi-LSTM actual vs  predicted 

 

 

 
 

              Fig.  2. Ethereum prediction with CNN  actual vs predicted. 

 

 
 
      Fig. 3.  Ethereum prediction with Ensemble learning model actual vs      

      predicted. 

 

 

V. CONCLUSION 

 

Ethereum price forecasting is a complicated and intriguing 

undertaking for investors, traders, and financial experts in 

the ever-changing cryptocurrency market. This research 

endeavour aimed at simplifying the process of predicting 
Ethereum prices. We strived to find the best method for 

forecasting Ethereum prices by thoroughly analyzing 

several deep learning models, such as Bi directional Long 

Short-Term Memory (Bi-LSTM), Convolutional Neural 

Network (CNN), and a novel ensemble technique.  

Our results show how the Bi-LSTM model outperformed 

the competition; it used sequential data analysis to predict 

Ethereum prices with unprecedented precision. With an 

astounding accuracy of about 98.47%, the model proved 

itself to be a formidable instrument for predicting 

cryptocurrency prices on its own.  
 

The ensemble model, which integrates Bi-LSTM and 

CNN models, as well as the CNN model on its own, 

provided useful information about future price changes; 

nevertheless, they were unable to outperform the Bi-

LSTM model in terms of prediction accuracy but it is 

showing that at a stage where CNN has stopped 

improving the results ,by ensembling we achieved the 

better results than individual CNN. The significance of 

choosing a model that is tailored to the data and the 

forecasting objective is highlighted by this discovery.  

 
Finally, our analysis proves that the Bi-LSTM model can 

accurately anticipate Ethereum prices, which is a huge 

step forward for cryptocurrency forecasting. It further 

highlights the possible advantages and disadvantages of 

using ensemble techniques in this setting. In light of the 

ever-changing cryptocurrency market, this study lays the 

groundwork for further research into improving prediction 

models by some more ensembling techniques and provide 

useful information for traders trying to make sense of 

Ethereum's intricate trading platform. 
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Abstract— In the field of artificial intelligence, deep 

reinforcement learning (RL) has grown to be one of the most 

talked-about issues. It has a wide range of applications, 

including end-to-end control, robotic control, recommendation 

systems, and systems for natural language communication. In 

this paper, we have critically reviewed model-based and model-

free deep reinforcement models for the treatment of cancer 

patients and evaluated each model based on some parameters. 

Based on the evaluation, a critical discussion is carried out 

highlighting the limitations and drawbacks of all the existing 

models. The analysis also gives suggestions and marks the key 

indicators of future needs in this domain. In the end, a solution 

model is proposed that tries to cover all the shortcomings and 

addresses the issues encountered in the existing models. The 

findings indicate that we can get a 94% accuracy rate with three 

agents, and that increasing the number of agents has no further 

effect on accuracy.  

Keywords: Deep Reinforcement Learning (DRL); Model-based 

learning; Model-free learning; Deep Learning; Neural Network 

(NN) 

I. INTRODUCTION 

Deep learning and large data have enabled dramatic 

advancements in the study of artificial intelligence. In the area 

of post-deep learning, interest in investigating new 

technologies is expanding. Particularly appealing is deep 

reinforcement learning (RL), which incorporates neural 

network modeling into conventional RL algorithms. Deep RL 

specifically determines which action to take to maximize the 

benefit in the face of a particular situation by solving  decision 

optimization issues. As a result, deep RL analysis and 

application are receiving a lot of attention from both the 

academic community and industry. Between deep RL and 

conventional machine learning, there are significant 

variations in processing and analysis. 
 The current, widely accepted machine learning paradigm 
mostly gathers or creates dataset tags in advance and executes 
machine learning using static data that is already available. 
Contrarily, RL is a classic illustration of the closed-loop 
learning paradigm, which incorporates feedback signals into 
the learning process using dynamic data and tags. We attempt 
to give a summary of the state-of-the-art deep RL algorithms 
in this research. The first section is all about DRL and its basic 
information. In the next section, there is a brief description of 
Model-based vs model-free DRL algorithms and then there are 
past models that are examined and analysed based on certain 

parameters followed by a discussion highlighting the 
shortcomings and benefits of those models. In the end, there is 
a proposed model that combines all the suggestions and covers 
all the shortcomings of previous models. 

II. DEEP REINFORCEMENT LEARNING (DRL) 

A. Model Free DRL 

Development done in deep reinforcement learning is 

still in starting phase and a lot is needed to be done. Most 

academic researchers focus on the static and deterministic 

environment where states have been fully observed and are 

static as well [1]. Thus, the majority of the RL techniques are 

model-free. Model-free RL makes estimates of the system 

state, value function, and the reward function of an agent 

using a large number of samples for action policy 

optimization that is aimed to achieve more rewards. Due to 

the least complex implementation and open resources, model-

free RL has attracted many more scholars for carrying out 

further research in this field [3].  

B. Model-Based DRL 

Things are made easier with known transition dynamics 

between states and future actions. Such dynamics are called 

models. Model-based methods include algorithms that learn 

the transitions to decide which new state (st+1) will be selected 

after performing an action at in current state st. These methods 

will figure out how to select the actions. In short, these 

algorithms learn models of system dynamics and then optimal 

control strategy for choosing such next actions. Model-based 

RL algorithms are developed from optimal control methods. 

In comparison with model-free RL methods, the model-based 

RL algorithms learn a value function or next policy using a 

data-efficient manner and they do not need to continuously 

interact with the environment. This may lead to difficulty in 

model identification and cause an inaccurate description of 

the real environment.  However, it may suffer from the 

issue of model identification and lead to an inaccurate 

description of the real environment [4]. If there is a simulator 

available but the cost of performing the simulations is too 

much then opt for model-free off-policy algorithms e-g NAF, 

DDPG [2], and SQL [5]. There are multiple choices for all the 

policy-based model-free methods in RL that can be extra 

critic based or Q-Learning-based. In case we don’t have any 

simulator, the main question arises that how long the 
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acceptable waiting period should be. In this case, if the 

waiting period is not much prolonged, then the model-based 

algorithms are a better option e-g probabilistic ensembles 

with trajectory sampling (PRTS) [6] and guided policy search 

(GPS) [7]. In another case, model-free off-policy algorithms 

can be used that make use of some assumptions and can be 

made more generic and less domain-specific. 

III. PAST CONTRIBUTIONS 

A. Model-Based DRL Algorithms 

Many RL methods have been proposed in the past for 

solving many problems related to healthcare and specifically 

cancer treatment. Masoud et al. [8] proposed a method that is a 

combination of fuzzy sets and reinforcement learning called 

fuzzy reinforcement learning for controlling the growth of 

cancer cells. They have used two different drug dosages to 

reduce the population of cancer cells. The main limitations of 

the research are that they have used arbitrary parameters 

selected by the trial-and-error method.  

Another research conducted by Shen et al. [9] proposed a 

single-agent deep reinforcement learning model for weight 

tuning. They used Epsilon greedy approach and solved the 

optimization problem by minimizing the sum of doses fed to 

four critical organs with doze balancing. Their proposed 

method is high-dose-rate brachytherapy (HDRBT) for cervical 

cancer.  

In their research, Capizzi et al. [10] a hybrid model is 

proposed that combines a fuzzy system with a neural network 

for lung cancer nodule detection. The proposed model is only 

effective for certain types of data and patient samples. They 

used MATLAB toolbox to simulate their model and x-ray 

images of lung nodules as a dataset. Results gave 92.56% 

accuracy.  

In another research, a Parameter Tuning Policy Network 

(PPTN) was trained using the procedure of end-to-end 

reinforcement learning [11]. They tried this method to improve 

the image quality of CT scan with this generic framework. The 

drawback was that this method had to wait for an iterative 

process to further tune its parameters. This method focused on 

policy optimization.  

Another model uses Markov Decision Process for 

optimization of lung cancer detection by training a dynamic 

Bayesian network and then discovers an expert’s decision-

based reward function through the inverse reinforcement 

learning method. They unfortunately could not handle the 

stochastic nature of patient responses and the model is not 

suitable for lung nodule images taken at random frequencies. 

They used NLST data and simulated on MATLAB toolbox 

[12]. 

A Q-Ranking approach was used to detect cell lines’ 

sensitivity to anti-cancer drugs. This method integrates various 

predictive algorithms and then chooses a suitable algorithm for 

a certain application. Batch reinforcement learning is used to 

identify the ranking policy [13]. The model has a limitation of 

not being scalable and is not generic. NCI-DREAM7 dataset is 

used for addressing policy optimization problems. 

B. Model Free DRL Algorithms 

A value-based single-agent reinforcement learning 

method with TD and Q Learning was proposed for tumor 

localization of lung cancer [14]. The authors categorized lung 

cancer types and described the characteristics of each one. 

The most challenging part of the application of this RL 

method was to define a suitable reward function for updating 

the Q-value for each performed action.  

Another Q-Learning-based approach was used to control 

the drug dosing during chemotherapy treatment. A scaled 

error value of reward function based on the count of cancer 

and normal cells. The authors Padmanabhan et al. [15] 

applied their model to patients from different age groups and 

for each case, a different RL agent was developed to control 

each case. The main limitation of this study was that the 

proposed model was not generic to be applied to all the cases, 

but they needed to be specific according to each patient’s 

characteristics. 

The model addressed the application of antiangiogenic 

therapy for the reduction of tumor volume [16]. The volume 

of tumor is considered as a reward function if the error value 

is equal to or less than 1.  They tested their model on just a 

single patient record using Silico Simulations. Due to the 

higher complexity of this model, model-based controllers are 

impossible to use. Also, the model could not handle the 

stochastic nature of the patient’s dynamics [17].  

Huan et al. [18] also proposed a model for controlling 

automated radiation adaption for lung cancer. A DRL 

approach with three component-based neural network 

framework with a Deep Q-network is developed. A limited 

number of samples were used, and the reward function was 

customized for each patient. 114 NSCLC patient data was 

used. 

In their research [19], proposed another model for lung 

cancer nodule detection with a combined framework of fuzzy 

systems and neural networks. Again, the model is only 

suitable for certain patient samples and not generic to be 

adopted for all patients. They used the MATLAB toolbox for 

carrying out model simulations and optimized the reward 

function. 

Padmanabhan et al. [20] proposed another model for 

reward function optimization for modeling the optimal drug 

dosing in cancer treatment. 15 patients were simulated for 

model application with MATLAB Simulations. They also 

proposed a model by Padmanabhan et al. [21] using integral 

reinforcement learning for optimal drug dosing for a provided 

performance measure. Only 10 patients were simulated using 

MATLAB simulations. whereas stochastic parameters like 

nonlinearities, time delays, and nonnegative constraints are 

not handled with this model.  

IV. ANALYSIS 

In this section, many past related contributions have 

been discussed and analyzed based on certain parameters as 

shown in Table 1. 
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TABLE 1. MODEL-BASED DRL ALGORITHMS 

Ref# Algorithm Application addressed Limitations/ Assumptions 
Gap 

Addressed 

[8] 

free model-based fuzzy reinforcement learning. 
Combination of integrated fuzzy sets and 

reinforcement learning. 

 

Control Cancer Cells 

growth. reducing cancer 

cell population by using 
two different drugs dosages 

 

The parameters mentioned in this 
algorithm are arbitrary and selected by 

trial and 

error. 

Policy 

Optimization 
 

[9] 

deep reinforcement learning (DRL) based approach 

to accomplish the weight-tuning. Epsilon greedy 
process. The optimization problem minimizes a 

weighted sum of doses to four critical organs with 

doze balance.  
 

high-dose-rate 
brachytherapy (HDRBT) 

for cervical cancer. 

 

The VPN approach is potentially 

applicable to external beam therapy. 

epsilon greedy 

for reward 
optimization. 

[10] 
model based on a composition of fuzzy system 

combined with a neural network. 

Lung cancer nodules 

detection. 

Model works good for a specific type 

of data and samples. 
 

[11] 
Parameter Tuning Policy Network (PTPN) trained 
via 

an end-to-end reinforcement learning procedure 

a general framework on the 

development of a strategy 

to 
improve CT image quality 

only considered images with a 

relatively low 

resolution in a small number of cases. 
PTPN has to wait for the iterative 

process to finish, before it can adjust 

parameters  
 

Policy 

optimization 

[12] 

Markov 

decision process that simultaneously optimizes 

lung cancer detection. trained a dynamic Bayesian 
network as an observational model and used inverse 

reinforcement learning to discover a rewards 

function based on experts’ decisions. 

Lung Cancer 

a discrete time model may not be 
well-suited for instances of imaging 

observations at irregular 

frequencies. Stochastic nature of 
patient screening probabilities. 

Reward 
Function 

[13] 

Q-Rank, to predict the sensitivity of 

cell lines to anti-cancer drugs  

Q-Rank integrates different 
prediction algorithms and identifies a suitable 

algorithm for a 

given application. models are automatically ranked 
based on non-scored 

meta-features. The ranking policy is identified 

using batch 
reinforcement learning. The top-ranked model(s) is 

(are) used 

to predict drug responses  
 

Predict drug sensitivity for 

therapy of cancer. 
Model is not scalable or generic. 

Policy 

optimization 

TABLE 2. MODEL-FREE DRL ALGORITHMS 

Ref# Algorithm Application addressed Limitations/ Assumptions 
Gap  

Addressed 

[14] 
Value-based reinforcement learning approach  

(TD and Q-Learning) 

Tumour localization of 

Lung cancer 

the most challenging issue of applying deep 

reinforcement learning models to lung 

cancer treatment is to define an appropriate 
reward function that is used to update the 

Q-value for each action. 

 

[15] 

Q-learning-based approach for the closed-loop 

control of drug dosing related to chemotherapy. 
Based on cancer and normal cells count, scaled 

value of 

the error is used in the reward function. 
 

Cancer in different age 

groups. different RL 
agents are developed to 

address the drug-dosing 

control in each of these 
cases 

different RL agents need to be trained to 

account for the patient characteristics of 
different patient groups. 

 

[16] 

Q-Learning method for drug dosing closed-loop 

control. 30,000 training episodes are considered. 
Tumor volume is used in the reward function as 

an error less than or equal to 1. 

Antiangiogenic therapy 

for Tumor volume 
reduction. 

 

since the model has high complexity, it is 
impossible to use model-based controllers. 

 

[17] 

RL based Q Learning model free method for 

closed loop control of cancer chemotherapy drug 
dosing. 

control of cancer 

chemotherapy drug 
dosing. 

Does not handle patient dynamics. 

Policy 

Optimizatio
n 

[18] 

a three component neural networks framework 
with a deep Q-network (DQN) was developed for 

deep reinforcement learning (DRL) of dose 

fractionation adaptation. 

Automated radiation 
adaptation in lung 

cancer. 

 

customization of the reward function if 

individual cases were to be considered. 
Limited sample set. 

Reward 

function 
customizatio

n to observe 

policy 
changes 

76
© International Conference on Innovations in Computing Technologies and Information 

Sciences (ICTIS-2024). All rights reserved.



[19] 
model based on a composition of fuzzy system 
combined with a neural network. 

Lung cancer nodules 
detection. 

Model works good for a specific type of 
data and samples. 

 

[20] 
Q-Learning algorithm 
using different reward functions to model 

different constraints in cancer treatment 

Optimal 

chemotherapy 

drug dosage for 
cancer treatment 

Specific reward function for certain 
scenarios. Scale value of error in reward 

function. 

Reward 
function 

optimization 

[21] 

online integral 

reinforcement learning (IRL) algorithm is 
designed to provide optimal drug dosing for a 

given performance 

measure. 

sedative drug dosing to 
maintain a required level 

of sedation. 

Numerical results are presented using only 

10 simulated patients. Stochastic nature 

like time delays, nonlinearities, and 
nonnegative constraints are not handled. 

Reward 

optimization 

V. DISCUSSION

This survey has been divided into two types of DRL 

Algorithms i-e Model Based DRL and Model Free DRL. Both 

DRL methods have achieved some levels of success but there 

are still a lot of optimizations that need to be done and there 

are many limitations of each finding that need to be addressed 

as well.  There are many shortcomings of the past research in 

the form of limitations. These are summed up here to identify 

the research gaps for future use: 

• Models proposed do not handle the stochastic nature of 

patient responses as they are tested on a few patients or 

small datasets with specific known body characteristics. 

• Proposed models are not generic in nature i-e they do not 

handle a variety of cancer patients but are designed too 

specific for a few scenarios thus limiting the use of these 

models in vast levels of treatments. 

• Finally, the models are all designed as single agents. They 

can also be implemented in a multiagent scenario to get a 

better performance. 

 Many future research directions can be concluded from 

these limitations of past DRL models for cancer treatment. 

Future DRL model should comprise of:  

• Handle stochastic nature of cancer disease and handle noisy 

or incomplete states. 

• Deal with credit assignment problem. 

• Should be ideal in cost of exploration and exploitation. 

• Reward function should be adaptive and not the misleading 

one. 

• Algorithm should be model free and based on multi modal 

approach.  

VI. PROPOSED SOLUTION MODEL 

The proposed solution model addresses the following  

limitations as evaluated in our critical analysis: 

• Multi agent creates a knowledge base that helps in reducing 

information overlaps and voting system creates more 

reliable and contributing agent is highlighted as well.  

• Deep RL will provide more coverage to multidimensional 

environments with its NN learning the policies and 

optimizing the reward without huge Q-Table.  

• Hyperparameter tuning using NN will help in balancing the 

cost of exploration and exploitation. 

 

 

Fig 1. Proposed Multi-Agent DRL Model for Cancer Patients Treatment 

A. Experiment 

In this research, we have proposed a multi-agent DRL 

model that can support decision-making for the treatment of 

cancer patients in stochastic clinical scenarios. Stochastic 

scenarios are the ones that are partially observable and thus 

handled through stochastic policies where the agent assigns 

a probability to each action and selects the action based on 

the probability value.   The approach used is a model-free 

Deep Q-Network algorithm. When the environment is 

straightforward the Q-Learning algorithm performs 

exceptionally well. However, the database becomes too 

large, and tabular methods are no longer useful when there 

are billions of possible unique states and thousands of 

different actions for each of them. Mnih et al. [22] created 

the Deep Q-Networks (DQN) algorithm to address this. Deep 

neural networks (DNNs) and the Q-learning method are 

combined in this algorithm. DNN is a non-linear function 

approximator. Thus, it is used in DQN to approximate Q 

values by replacing the need of a table to store Q values 
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which is very complex and nearly impractical in the case of 

a large number of states [23]. 

B. Dataset 

Dataset is taken from a famous repository Kaggle Dataset 

includes sociodemographic information about cancer 

patients, signs and symptoms of the disease, histological and 

imaging characteristics, and TNM stage information. The 

records also include the patient's diagnostic procedures and 

available treatments Our model is trained and tested with 

Dataset of Colorectal cancer patients. 

C. State Space 

State space consists of around 25 discrete values. These 

states for Colorectal Cancer patients are listed below: 

 
TABLE 3. INPUT STATES DATASET1 

Sno. States Data type  

1 Age  Integer  

2 Diarrhoea Boolean Value 

3 Constipation Boolean 0 - 100 

4 blood_stool Boolean 0,1 

5 abdominal_pain Boolean 0,1 

6 weight_loss Boolean 0,1 

7 Fatigue Boolean 0,1 

8 Biopsy Boolean 0,1 

9 Colonoscopy Boolean 0,1 

10 Imaging Boolean 0,1 

11 US Boolean 0,1 

12 CXR Boolean 0,1 

13 Location Ordinal Categorical 1,2,3,4 

14 Hist_type Ordinal Categorical 1,2 

15 Hist_grade Ordinal Categorical 1,2,3 

16 TNM_stage Ordinal Categorical 1,2,3,4 

17 Clinical_stage Ordinal Categorical 1,2,3 

18 Lymph_node Boolean 0,1 

19 Vascular_Invasion Boolean 0,1 

20 Residual_Tumor Boolean 0,1 

21 CEA_baseline Ordinal (0 to 10) 0 to 10 

22 Dist_metastasis Boolean 0,1 

23 Liver Boolean 0,1 

24 Lung Boolean 0,1 

25 Peritonuem Boolean 0,1 

D. Action Space 

Action space in this scenario consists of 3 discrete values and 

any of their combination will be an action taken to interact 

with the environment. There are three types of actions that 

can be taken to interact with the environment. The actions 

for the Colorectal cancer dataset include: 

 
TABLE 4. ACTIONS SET DATASET1 

Sno Action  Data type  Value 

1 Chemotherapy Boolean 0,1 

2 Surgery Boolean 0,1 

3 Radiotherapy Boolean 0,1 

 

E. Reward 

The reward is considered a binary value of 0 or 1 in case 

if patient stays alive or does not survive.  

F. Custom Environment Creation 

To combine states and actions, we have created a custom 

environment with the help of the Python library OpenAI 

Gym. A consistent interface for engaging with environments 

is offered by OpenAI Gym, making it simpler to compare 

and replicate results across various algorithms and academic 

articles. Therefore, if everything has the same structure, you 

can easily train and test multiple settings with different 

algorithms [24]. OpenAI Gym is an extremely user-friendly 

and flexible library for creating real-time custom 

environments in addition to gaming environments offered by 

the gym [25]. In this environment a patient comes with some 

symptoms that are considered input states, those states are 

passed to the agent to train against the three actions decided 

above. Based on the reward function, policies are built and 

NN optimizes the training agent’s abilities by helping out in 

learning faster and applying those built policies for test data. 

VII.  RESULTS 

In this research, DRL agents have been passed through 

multiple trials and the returned accuracy values are recorded 

with varying numbers of agents as well. The results recorded 

have been stored in Table 5. 
TABLE 5. TRIAL RESULTS 

Parameters  Agents=2 Agents=3 Agents=4 

Trials 500 500 250 

Timestep 1000 2000 3000 

Learning_rate 0.000237875 0.009897 0.004275607782 

buffer_size 56288 39537 10495 

Gamma 9102253735 0.902997 0.8796811109 

exploration_fraction 0. 4484000 0.1663777 0.14679955981 

batch_size 1510 1749 735 

Accuracy 0.91 0.94 0.94 

 

Results show that using three agents we can achieve an accuracy 

value of 94% and there is no additional change in accuracy if we 

increase the no of agents.  

 

Figure 1. Accuracy Plot with 2 Agents 
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     Figure 2. Accuracy Plot with 3 Agents 

 

       Figure 3. Accuracy Plot with 4 Agents 

VIII. CONCLUSION 

 There are many methods proposed to solve automated 

disease detection and drug dosing through deep 

reinforcement learning. Most of the methods proposed so far 

are so immature or they are not generic with lots of 

limitations that we need to contribute much in this field. This 

analysis evaluates each past approach to deal with the 

stochastic nature of the DRL environment and treatment 

automation with the help of certain parameters. Finally, it 

proposes an experimented model that fills up the required 

gaps and this model proves to provide results with an 

accuracy of 94%. 
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Abstract—Supervisory Control and Data Acquisition (SCADA)
and Industrial Control Systems (ICS) are crucial for managing
essential infrastructure like energy, water, transportation, and
manufacturing. As these systems become more connected to the
internet, they face increasing cyber threats, such as viruses,
ransomware, and targeted attacks. These threats can lead to
significant consequences, including data loss and disruptions to
operations. To improve cybersecurity for SCADA and ICS, it’s
important to understand and address these evolving threats.
While traditional security methods are vital, they may not be
enough against constantly changing threats. That’s why we need
innovative approaches to grasp how cyber attackers operate.
Honeypot technology provides a useful tool for studying cyber
threats by creating fake systems to attract attackers and observe
their techniques. This is especially important for SCADA and
ICS, where breaches can cause serious damage. Additionally,
Security Information and Event Management (SIEM) systems
help by gathering and analyzing data from different sources to
detect and respond to threats in real-time. This paper aims to fill
gaps in understanding cyber threats to SCADA and ICS by using
honeypot data and SIEM tools. By simulating Programmable
Logic Controllers (PLCs) through honeypots and connecting it
with SIEM Solution, we can actively monitor and tackle security
events, preventing potential harm before it happens.

Keywords—SCADA; ICS; OT; SIEM; SOAR; SOC; Critical In-
frastructure Protection; Incident Response; Log Analysis; Threat
Intelligence; Honeypot; Attack Detection.

I. INTRODUCTION

Supervisory control and data acquisition (SCADA) systems
are considered a type of industrial control systems that allows
users monitor, acquire data from, and control industrial pro-
cesses locally or remotely through sensors and actuators [1].
Power plants and water treatment facilities are examples of
traditional industrial systems that were designed to operate in
highly controlled and separated settings. However, the recent
exposure of Industrial Control Systems (ICS) to the Internet
has made access and technological adaptation easier, which
has led to the exploitation of security holes by attackers to
launch attacks against ICS [2]. These attacks can significantly

impact the economics and national security of countries. To
identify possible threats and comprehend the terrain of these
assaults, ICS honeypots are deployed [3]. Honeypots are an
interesting security concept; instead of keeping attackers out,
you want to invite them in [4]. They are typically divided
into three categories: low-, medium-, and high-interaction. The
key distinctions between these types are their capacities for
data collection, maintenance, and deployment [5]. Generally
speaking, the higher the level of interaction, the more data the
honeypot can capture. High interaction ones are most similar
to real systems and can collect the most data. In industrial
environments where attacks occur, such as ICS/SCADA, hon-
eypots need to be very similar to real systems in order to
reduce detection risk [6].

This paper investigates the threats to SCADA and ICS
systems using open source honeypot deployment, log analysis,
and integration with open source SIEM solutions to enhance
threat detection capabilities and incident response. Further-
more, It studies the viability of putting open-source honeypots
in the cloud to detect attacks on these systems. In addition,
the study investigates how to integrate these honeypots with
an open-source SIEM solution. This combination strategy
tries to improve threat detection by connecting honeypot data
with other security logs. Finally, the research extends beyond
simply recognizing attackers. It digs into a deep examination
of the collected traffic to determine attack kinds, sources, and
other useful information for creating defensive tactics. The
core contributions of this paper are:

• Evaluation of Open-Source Honeypot Deployment on
Cloud

• Integration of Honeypot with Open-Source SIEM for
Threat Intelligence

• In-Depth Analysis of Attack Patterns

This is how the remainder of the paper is organized.
Section 2 investigates the concepts of SIEM and honeypots
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and reviews related literature. Section 3 explains the approach
and the experimental setting. The findings are examined and
described in Section 4. Section 5 concludes the paper.

II. BACKGROUND AND RELATED WORK

This section gives an overview of honeypots, SIEM Solu-
tion, summarizes relevant efforts, and honeypot deployments.

A. Honeypots

Honeypots are software applications designed to mimic
real systems, deceiving attackers while serving as a decoy.
Honeypots are classified into two types: production honeypots,
which are installed within a network to deceive insiders, and
research honeypots, which are deployed on the internet to
attract attackers from the outside. Furthermore, honeypots can
be classed according to how closely they engage with attack-
ers. Low-interaction honeypots simulate basic services but do
not completely function, whereas high-interaction honeypots
provide a full operating system with real services [7]. To set
up honeypot, a specific honeypot image is deployed on the
machine. Once configured, a port is assigned to the honeypot.
Any attempt to access this port redirects the attacker to the
honeypot, which appears to be a genuine system. Through this
redirection, the attacker’s machine ID, IP address, and other
critical parameters are logged in the honeypot’s log file, using
these logs we can move to further analysis. We used conpot,
an open-source, general-purpose ICS honeypot.

B. Conpot

The ICS honeypot we have used is called Conpot. Conpot
is a SCADA honeypot that serves as a valuable tool for
emulating SCADA systems and detecting potential threats
within SCADA device networks. Developed by The Honeynet
Project, Conpot is designed to be easy to implement and pro-
vides simulation capabilities for protocols like HTTP, Modbus,
and SNMP, as well as integration with programmable logic
controllers (PLC). It features a logging system that monitors
and records any unauthorized changes made by intruders,
offering detailed event logs with millisecond accuracy. By
mimicking the behavior of real SCADA systems, Conpot
utilizes a logging system to monitor any changes that are made
by intruders. The honeypot logs events of HTTP, SNMP and
Modbus services with millisecond accuracy and offers basic
tracking information such as source address, request type, and
resource requested in the case of HTTP [8].

C. Security Information and Event Management

Security Information and Event Management (SIEM) is a
vital security software/platform that analyzes security events. It
works by examining log files sent to it and following the paths
we set. SIEM analyzes log files using established rules and
generates alerts depending on the results. Custom rules can be
written for specific types of logs to generate alerts when certain
circumstances are satisfied. To successfully analyze logs, we
must create a decoder for any log types that do not follow the
standard format. SIEM does, however, include preconfigured
decoders for JSON structured logs.

D. Related Work

The use of honeypots as a security precaution and research
tool has been extensively studied, including industrial control
systems (ICS) and supervisory control and data acquisition
(SCADA) for protecting Operational Technology (OT) envi-
ronments. The following literature review focuses on signifi-
cant studies and research efforts in the subject of honeypots
and their use to secure critical infrastructure.

Nasution et al. concentrate on the low-interaction honeypot
HONEYD’s potential for enhancing security systems in their
paper [9]. They go through how HONEYD is configured
and deployed, as well as how it can identify and record
assaults, giving security analysts important information. A
thorough analysis of the application of honeypots and hon-
eynets in Cyber-Physical Systems (CPS), Industrial IoT (IIoT),
and Internet of Things (IoT) is provided by Franco et al.
[10]. Their research emphasizes the benefits and drawbacks
of setting up honeypots in these settings and stresses the
significance of acquiring information on new dangers. Jicha
et al. [11] investigate the characteristics of SCADA hon-
eypots, with a special emphasis on the Conpot variation.
Their research provides a thorough examination of Conpot’s
capabilities, including its ability to mimic numerous industrial
protocols and collect important information on prospective
assaults on SCADA systems. Sharma and Kaul [12] conduct
a detailed investigation on intrusion detection systems and
honeypot-based proactive security measures in Vehicular Ad-
hoc Networks (VANETs) and VANET clouds. Their findings
emphasize the necessity of honeypots for recognizing and
mitigating risks in these dynamic and diverse contexts. Uitto
et al. [13] describe the anti-honeypot strategies and procedures
used by attackers to discover and avoid honeypots. Their
research underlines the significance of establishing strong and
resilient honeypot systems to fight such evasion strategies
while maintaining effective threat monitoring and analysis.
Cao et al. [14] describe DiPot, a distributed industrial honeypot
system that monitors internet scanning and attack behaviors
on industrial control systems. DiPot’s strengths are its high-
level modeling, broad data analysis capabilities, and accessible
graphical frontend, which allow users to obtain insights into
the present condition of ICS security. Lopez-Morales et al.
[15] introduce HoneyPLC, a highly interactive, adaptable, and
malware-collecting honeypot that supports a wide range of
PLC models and manufacturers. Their trials show HoneyPLC’s
capacity to successfully disguise itself as a real device, enticing
and misleading attackers while collecting vital data samples
for further study. Radoglou-Grammatikis et al. [7] provide
TRUSTY, a strategic custom honeypot deployment and analy-
sis framework. It uses an adversarial game model between the
attacker and the defense to optimize the number of honeypots
deployed based on the attacker’s behavior and the available
computing resources.

E. Research Gap

These studies show the growing importance of honeypots
in critical infrastructure security, notably for SCADA and ICS
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Fig. 1. Holistic Approach to SCADA/ICS Threat Investigation with Honeypot, Wazuh, and TheHive

systems. They provide useful insights on honeypot deploy-
ment, configuration, and analysis, as well as the problems
and tactics involved in their effective use in detecting and
mitigating cyber threats. While earlier research has examined
the impact of honeypot deployment, there is still a gap in
building a real-time threat analysis system. This system would
use open-source and free tools to continually monitor honeypot
data and extract threat intelligence in order to proactively
mitigate threats.

III. EXPERIMENT APPROACH

This study offers a comprehensive approach to investigating
cyber hazards to SCADA and ICS systems. As shown in Fig. 1,
it uses honeypot technology in conjunction with Wazuh, an
open-source SIEM system, to analyze threats and attacks in
real time. For one week, the honeypot was deployed in a
containerized environment on a cloud platform and exposed
to the internet in order to collect logs. A persistent storage
solution within the container ensured log retention for Wazuh’s
real-time analysis. Wazuh alerts were also linked into TheHive
project, allowing for the building of playbooks. These play-
books managed the blocking of new malicious IP addresses
detected by the honeypot using TheHive’s SOAR platform,
automating the response to possible threats.

A. Experiment Setup

The experiment was set up by installing and configuring
the Conpot honeypot, emulating a SCADA environment with
various industrial protocols such as Modbus, SNMP, and
HTTP. The honeypot was then exposed to the internet to
attract potential attackers and gather real-world threat data.
In parallel, the Wazuh SIEM agent was installed on the same
system hosting the Conpot honeypot. The Wazuh agent was
configured to monitor and process the log files generated by
the honeypot, enabling the analysis of security events and po-
tential threats in the dashboard of Wazuh. Further, the Wazuh
was integrated with TheHive for security orchestration and

automation purposes. The details of each stage are discussed
in the subsections below.

1) Conpot Deployment:
a) Selection of Honeypot: The Conpot honeypot was

used for this study because it is open source and can effi-
ciently simulate SCADA systems. Conpot supports a variety
of industrial protocols, including Modbus, SNMP, and HTTP,
making it ideal for replicating a realistic SCADA system.

b) Installation and Configuration: The Conpot honeypot
was packed into a Docker container and placed on a dedicated
system, with all necessary dependencies such as Python,
Twisted, Scrapy, and PyYAML. The honeypot was then set
up to imitate the needed SCADA system characteristics,
such as supported protocols and services. The IEC 60870-
5-104 protocol was disabled, and the default template for the
configuration was utilized.

c) Exposure to the Internet: To attract real-world cyber-
attacks and collect vital threat intelligence, a honeypot with
a small footprint (Conpot) was deliberately exposed to the
internet. This included opening critical ports and making the
honeypot accessible via external networks. We mapped the
typical ports used by common SCADA protocols to the Docker
container running Conpot, leaving its default settings for a
realistic attack surface.

2) SIEM Solution Installation and Configuration:
a) SIEM Solution Selection: The Wazuh SIEM Solution

was chosen for this study because it is open-source, scalable,
and compatible with a variety of log formats, including JSON,
the major format utilized by the Conpot honeypot.

b) Installation and Configuration: The Wazuh agent was
installed on the server that ran the Conpot honeypot, and the
Wazuh SIEM was configured to monitor and process not only
the Conpot log files but also monitor the systems logs of the
server running conpot. Furthermore, the Wazuh indexer server
and dashboard was installed on a seperate server.

c) Rule Definition: Custom rules were built within the
Wazuh SIEM to help with the examination of the Conpot log
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files. These rules were designed to detect specific patterns, ab-
normalities, or occurrences of interest associated with SCADA
system attacks and vulnerabilities.

3) Data Collection and Analysis:
a) Logs Monitoring: The Conpot honeypot logs were

constantly monitored, and any interactions or attacks were
recorded with millisecond delay, including source IP ad-
dresses, requested resources, and any attempt to make unau-
thorized changes by possible attackers.

b) Logs Analysis through Wazuh Dashboard: The Wazuh
SIEM dashboard was used to examine the log data collected
from the Conpot honeypot, making use of specified rules and
decoders. Figure 2 illustrates the Wazuh SIEM dashboard,
which enables real-time monitoring and analysis of security
alerts and events. This investigation sought to uncover poten-
tial threats, attack patterns, and vulnerabilities associated with
SCADA systems.

c) Threat Intelligence Gathering: The analysis of the
Conpot honeypot logs and SIEM alerts provided valuable
threat intelligence, including the tactics, techniques, and proce-
dures (TTPs) employed by malicious actors targeting SCADA
systems. Additionally, the public IP addresses of potential
threat actors were collected for further investigation or po-
tential blocking.

4) Integration with TheHive:
a) Installation and Configuration: TheHive integration

involved setting up a dedicated server for its deployment.
Within TheHive, a new organization was created specifically
for managing security incidents. A dedicated user account was
also created and assigned to this organization. To establish
communication between TheHive and Wazuh, an API-based
connection was configured. This two-way communication
channel allows Wazuh to automatically send security alerts
to TheHive for further analysis and response.

b) Writing Playbooks: TheHive’s playbook functionality
was leveraged to automate response actions based on incoming
alerts. Playbooks were written to orchestrate specific actions,
such as blocking malicious IP addresses identified by the
honeypot or SIEM system directly on the firewall. This au-
tomated response streamlines the security workflow, allowing
for faster threat mitigation and minimizing potential damage
to SCADA/ICS systems.

When the honeypot or SIEM detects a potential threat, such
as a hostile IP address attempting to exploit a vulnerability,
theHive playbooks can be automatically activated. These play-
books would then execute a predetermined set of steps, such
as blocking the malicious IP address at the network layer or
isolating infected systems. This quicker response helped to
reduce the impact of cyberattacks and prevent potential harm
to SCADA/ICS systems.

IV. RESULTS AND DISCUSSION

A. Observed Attacks and Threats

The analysis of the Conpot honeypot logs and Wazuh SIEM
alerts provided valuable insights into the tactics, techniques,

and procedures (TTPs) employed by malicious actors tar-
geting SCADA systems. Figure 3 showcases the top tactics
and techniques observed in attacks, categorized according to
the MITRE ATT&CK framework. The following subsections
provide a detailed overview of the findings.

1) Types of Attacks: The study identified several types of
attacks attempted against the simulated SCADA environment,
including:

a) Brute Force Login Attempts: A significant number
of brute force attacks (7,548) were observed, where attack-
ers attempted to gain unauthorized access to the system by
trying multiple combinations of non-existent usernames and
passwords.

b) Reconnaissance and Vulnerability Scanning: Numer-
ous attempts were made to probe the honeypot for open ports,
services, and potential vulnerabilities. These reconnaissance
efforts are often precursors to more advanced attacks.

c) Unauthorized Access Attempts: Attackers tried to ac-
cess the system without proper credentials, potentially aiming
to exploit known vulnerabilities or misconfigurations. A total
of 23 such unauthorized access attempts were recorded.

d) Exceeding Authentication Limits: In some instances,
attackers exceeded the maximum allowed authentication at-
tempts, indicating their persistence in trying to gain unautho-
rized access.

2) Attacker’s Region: The analysis of the source IP ad-
dresses revealed that the attacks originated from various re-
gions across the globe. Table I presents the distribution of
attack sources by country or region. As shown in Table I,

TABLE I
DISTRIBUTION OF ATTACK SOURCES BY COUNTRY/REGION

Country/Region Number of Unique IP Addresses
United States (US) 201

China (CN) 12
United Kingdom (GB) 10

Germany (DE) 10
Pakistan (PK) 8

Netherlands (NL) 8
Russia (RU) 8

Others 52

the majority of attacks originated from the United States,
with 201 unique IP addresses involved. Other notable sources
include China, the United Kingdom, Germany, Pakistan, the
Netherlands, and Russia.

3) Protocols: The honeypot was configured to emulate var-
ious industrial protocols commonly used in SCADA systems.
Table II presents the distribution of attacks based on the
targeted protocols and the corresponding port numbers. As

TABLE II
DISTRIBUTION OF ATTACKS BY PROTOCOL AND PORT NUMBER

Protocol Port Number Number of Attacks
HTTP 80 1168
SNMP 161 150
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Fig. 2. Wazuh SIEM Dashboard: Real-time Monitoring and Analysis of Security Alerts and Events

Fig. 3. Wazuh SIEM Dashboard: Top Tactics and Techniques Observed in Attacks Based on the MITRE ATT&CK Framework
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shown in Table II, the majority of attacks (1,168) targeted
the HTTP protocol on port 8800, while 150 attacks aimed
at the SNMP protocol on port 16100. It is important to note
that the honeypot was intentionally exposed to the internet to
attract potential attackers and collect real-world threat data.
The observed attacks and their distribution provide valuable
insights into the tactics, techniques, and procedures (TTPs)
employed by malicious actors targeting SCADA and ICS
systems.

B. Discussion

The study revealed a significantly higher number of attacks
targeting the HTTP protocol on port 8800 compared to other
protocols like SNMP. This observation can be attributed to
several factors. Firstly, HTTP is a widely adopted protocol,
and many attackers attempt to exploit web-based vulnerabil-
ities or misconfigurations, making it an attractive target for
reconnaissance and potential exploitation.

Another potential reason for the high HTTP traffic could be
the detectability of the default Conpot web interface. While
Conpot aims to emulate a realistic SCADA environment, the
default configuration and web interface may have been recog-
nized by attackers as a honeypot, prompting them to focus their
efforts on the HTTP service. To enhance the authenticity of
the simulated environment and attract a more diverse range of
attack patterns, customizing the Conpot configuration to better
mimic specific SCADA systems or industrial environments
could be beneficial.

Furthermore, the study did not explicitly mention attacks
targeting the SSH protocol, which is often used for remote
administration. Leaving the SSH port open, although not
directly related to SCADA protocols, could potentially attract
unwanted brute-force attacks or unauthorized access attempts,
which may not be relevant to the study’s scope. It is recom-
mended to avoid exposing unnecessary ports to the internet
when deploying honeypots or simulating SCADA environ-
ments to maintain a focused and relevant attack surface.

Lastly, the relatively lower traffic observed for protocols
like SNMP compared to HTTP could be due to the difficulty
in accurately emulating the behavior and nuances of indus-
trial protocols within a low interaction honeypot environment
with default configuration template. To address this challenge,
future studies could explore incorporating more realistic indus-
trial protocol implementations, potentially through the use of
virtualized or emulated hardware components, and integrating
additional data sources or logs from real SCADA systems
(with appropriate anonymization and security measures) to
enrich the honeypot’s behavior and log patterns.

V. CONCLUSION

This study successfully investigated threats to SCADA/ICS
systems by combining honeypots, SIEM, and security orches-
tration. A honeypot like Conpot acted as a decoy, collecting
real-world attack data when exposed on a cloud platform.
This data was then analyzed by Wazuh, a SIEM solution,
to identify attack patterns and sources. Finally, TheHive, a

security orchestration platform, automated responses based
on predefined protocols, such as blocking malicious IPs and
isolating infected systems. This study demonstrates the effec-
tiveness of this combined approach, and importantly, the value
of open-source tools (Conpot, Wazuh, TheHive) in protecting
critical infrastructure.

Future work could focus on enhancing the realism of the
honeypot deployment, exploring the detection and analysis of
more advanced attack techniques, investigating the scalability
and performance of the proposed solution, integrating with
external threat intelligence platforms, and fostering collabora-
tion and information sharing among organizations and security
communities.
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Abstract — Mobile health applications (mHealth) use 

machine learning (AI)-based algorithms to classify skin 

lesions; nevertheless, the influence on healthcare systems 

is unknown. In 2019, a large Dutch health insurance 

provider provided 2.2 million people with free mHealth 

software for skin cancer screening. To evaluate the effects 

on dermatological care consumption, the research 

conducted a practical transitional and population-based 

study. To evaluate dermatological needs between the two 

groups throughout the first year of free access, the 

research compared 18,960 mHealth users who completed 

at least one successful evaluation with the app to 56,880 

controls who did not use the app. The odds ratios (OR) 

were then computed. A cost-effectiveness analysis was 

conducted in the near term to find out the expense for 

each extra diagnosed premalignancy. Here, results 

indicates that mHealth users had a three-fold greater 

incidence of requests for benign tumors on the skin and 

the nevi (5.9% vs 1.7%, OR 3.7 (95% CI 3.4–4.1)), and 

they had greater numbers of claims for (pre)malignant 

skin cancers as groups (6.0% vs 4.6%, OR 1.3 (95% CI 

1.2– 1.4)). Compared to the existing standard of care, the 

expenses associated with using the app to detect one 

additional (pre) malignant skin lesion were €2567. These 

results suggest that AI in mHealth may help identify 

more dermatological (pre)malignancies, but this could be 

weighed against the current greater rise in the need for 

care for benign tumors of the skin and nevi.  

 

Keywords: Skin Cancer; AI-Powered; Skin Lesions; Skin 

Cancer Types (Basal Cell Carcinoma, Squamous Cell 

Carcinoma, Melanoma); Image Classification  

  

I. INTRODUCTION  

 One of the most popular forms of cancer, skin cancer is 

becoming more common and more widespread, which 

puts considerable pressure on healthcare systems [1-4]. 

Medical technology advancements like tele 

dermatology and artificial intelligence (AI)-powered 

mobile health apps are being incorporated into medical 

treatments as a potential way to reduce this load. AI 

application could relieve stress on physicians and 

further minimize associated healthcare expenses by 

reducing the number of appointments for benign skin 

cancers and boosting the possibility of early 

identification of skin cancer [5].  

The idea of using AI-based algorithms to identify skin 

cancer has a lot of assurance, but it has only been 

studied in controlled laboratory environments. 

Furthermore, even though AI is comparable to 

Dermatologists can identify cancers of the skin on 

dermoscopy-based images [6–8], but it's not yet clear 

how or for whom to use this technique in clinical care. 

The public can now use this method because AI-based 

algorithms for identifying skin cancer have been used 

in several mHealth apps in recent years [9]. The 

Maria Sial   

Departemetn of Computer Systems Engineering  

University of Engineering and Technology,  

Peshwar, Pakistan 

 20pwcse1910@uetpeshawar.edu.pk 

Salman Shakeel 

  Departemetn of Computer Systems Engineering  

University of Engineering and Technology,  

Peshwar, Pakistan  

20pwcse1925@uetpeshawar.edu.pk 

Muhammad Asim  

 Departemetn of  Computer Systems Engineering  

University of Engineering and Technology,  

Peshwar, Pakistan  

20pwcse1944@uetpeshawar.edu.pk 

Amaad Khalil  

 Departemetn of Computer Systems Engineering  

University of Engineering and Technology,  

Peshwar, Pakistan 

 amaadkhalil@uetpeshawar.edu.com 

Muhammad Abeer Irfan 

Department of Computer Systemss Engineering  

University of Engineering and Technology,  

Peshwar, Pakistan  

abeer.irfan@uetpeshawar.edu.pk 

 

Atif Jan 

Department of  Electrical Engineering  

University of Engineering and Technology,  

Peshwar, Pakistan  

atifjan@uetpeshawar.edu.pk 

  

86
© International Conference on Innovations in Computing Technologies and Information 

Sciences (ICTIS-2024). All rights reserved.



Netherlands is in a unique situation because of the 

quick advancement of AI-based mobile health apps in 

population-based settings. A mobile app for skin care is 

being paid for by multiple major health insurance 

carriers. Cancer detection for their consumers [10], 

allows consumers to assess whether to see a GP 

(general practitioner) for a potentially malignant skin 

lesion using an AI-based mHealth app. By evaluating 

how these real-world data affect doctors and their 

patients when they utilize such an app, we can gain a 

better understanding of the potential impact on 

healthcare consumption [11]. Thus, the purpose of this 

study is to assess how a mHealth app for questionable 

skin lesions affects the use of dermatological healthcare 

in a population-based scenario.  

II. RELATED WORK 

 Skin cancer is a global issue affecting one in five 

people, with millions of new cases reported annually. It 

occurs when normal cells grow uncontrolled and 

disorderly, leading to contact inhibition of proliferation. 

There are two main categories of skin cancer: non-

melanoma and melanoma. Melanoma skin cancer is 

further divided into two subtypes: squamous cell 

carcinoma (SCC) and basal cell carcinoma (BCC). Deep 

learning algorithms have become popular for early skin 

cancer detection. Tahir et al. introduce the DSCC_Net, 

a deep learning-based skin cancer classification 

network, aiming to identify different types of skin 

cancer. The model is tested on three standard datasets 

and provides a robust evaluation framework for six deep 

networks. DSCC_Net outperforms other models in skin 

cancer diagnosis, achieving a 99.43% AUC and 

outperforming baseline models in accuracy, recall, 

precision, and F1-score, making it a valuable tool for 

dermatologists and healthcare professionals. [12] Maad 

M. Mijwil's paper "Skin cancer disease images 

classification using deep learning solutions" focuses on 

image classification using deep learning models, which 

is a fundamental pillar of medical progress. The study 

uses a convolutional neural network (ConvNet) to detect 

skin cancer pictures, covering over 24,000 instances.  

Three architectures—InceptionV3, ResNet, and 

VGG19— are carefully used to identify the most 

effective architecture for the classification of benign and 

malignant cancer types with high accuracy. The research 

methodology focuses on artificial intelligence, 

specifically machine, and deep learning, with self-

learning algorithms forming the foundation of artificial 

neural networks. TensorFlow, a flexible open-source 

library, is used for machine and deep learning tasks. The 

study uses a large dataset of high-pixel images from the 

ISIC collection from 2019-2020. The authors propose 

an enhanced framework for early skin cancer detection 

using the well-known CNN-based architecture, VGG-

16. The model operates on the foundation of the VGG-

16 network but introduces enhancements to improve 

accuracy. The International Skin Image Collaboration 

dataset is used for assessment. [13]  

The paper "Detection and optimization of skin cancer 

using deep learning" by Balambigai, Elavarasi, Abarna, 

Abinaya, and Arun Vignesh focuses on improving 

Convolutional Neural Network (CNN) models for skin 

cancer classification. The authors used a dataset from 

Kaggle and applied random search optimization for 

hyper-parameter selection, resulting in an improved 

accuracy of 77.17%. In the article "Classification of 

Skin Cancer Lesions  

Using Explainable Deep Learning," Muhammad Zia Ur 

Rehman introduced a unique technique by 

incorporating extra convolutional layers into pre-

trained models. The modified DenseNet201 model 

showed a remarkable accuracy of 95.50%, 

demonstrating state-of-the-art performance compared 

to other approaches. The study highlights the 

importance of computer-aided diagnostic solutions in 

enhancing the detection process and supporting 

dermatologists in making informed decisions for early 

intervention and better patient outcomes.[14] 

  

III. Types of Skin Cancer  

Skin cancer can be of three main forms. Melanoma, 

squamous cell carcinoma, and basal cell carcinoma 

are Thames of these varieties.  

 3.1Basel Cell Carcinoma  

This is the type of skin cancer that occurs in the Basel 

cells. Basel cells are present in the lower part of the 

outer layer called the epidermis. On the skin, basal cell 

carcinoma appears as a tiny, usually shiny bump or 

scaly, flat patch that slowly expands which we can see 

in Figure 1.  

3.2 Squamous Cell Carcinoma  

Squamous cell carcinoma (SCC), also known as 

cutaneous carcinoma of squamous cells (CSCC), is the 

second most common skin cancer which we can see in 

in figure 2, primarily affecting the outermost layer of 

the skin, often found in areas exposed to the sun.  

3.3 Melanoma  

Melanoma, also known as "Black Tumor," is a 

dangerous skin cancer caused by melanocytes, which 

produce melanin, a black substance that gives skin 

shade. It spreads easily and expands quickly in Figure 

1.  
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Figure 1: Main Types of Skin Cancer (Basel Cell 

Carcinoma, Squamous Cell Carcinoma, Melanoma) 

 

AI algorithms are being developed to improve early 

skin cancer diagnosis and user experience. The 

SkinScan app will be tested for accessibility, 

engagement, and impact on preventative healthcare 

measures. Ethical considerations like user consent and 

data privacy will be considered when releasing AI-

powered health apps. The "SkinScan" project 

combines advanced technology and user-centered 

design to improve skin cancer prevention and 

detection. It uses artificial intelligence algorithms, 

machine learning models, and ethical guidelines to 

ensure early diagnosis and tracking of health 

outcomes.  

  

IV. METHODOLOGY  

 The proposed skin cancer detection system consists of the 

following features. 

4.1. User Login/Register  

Doctors and patients can start by creating an account 

and entering basic information like their username and 

password. Users returning can safely log in. The system 

confirms user identity with a strong authentication 

procedure, ensuring allowed access to SkinScan 

features.  

4.2. SkinScan Interface  

SkinScan interface offers skin cancer screening 

services, including scanning body areas, viewing 

results, learning about forms, taking pictures, 

uploading, and providing details on different types of 

skin cancer.  

 

4.3. Selecting Body Part  

Users select a body area for skin cancer analysis using 

their device's camera. They can capture or upload 

images, which are preprocessed for analysis. These 

images are then imported into the SkinScan program 

for further examination.  

 

 

Figure 2: SkinScan Flow Diagram 

 

 

 

4.4. View Result  

Users obtain the results of a skin scan, which may 

include details regarding anomalies found, potential 

forms of cancer of the skin, and suggested courses of 

action. To help users comprehend scan results, the 

system may indicate areas of concern on uploaded 

photos using remarks or visualizations and the flow 

diagram can be seen in Figure 2. This figure explains 

the functionality of the overall proposed system for skin 

cancer. 

 

4.5 Connecting Patients and Doctors 

The application's chat feature facilitates easy 

communication between doctors and patients, 

promoting a patient-centered approach to healthcare 

delivery, enhancing access, and empowering patients. 

Patients can easily communicate with the doctor for 

further guidance.  

 

4.6.  Model Architecture  

In our investigation, we utilized an enhanced version of 

the Swin Transformer architecture. The process of fine-

tuning involves retraining a pre-existing model on a 

specific dataset or task, thereby enhancing its 

effectiveness for that particular objective. 

The model classifies various dermatological 

conditions, including actinic keratoses, basal cell 

carcinoma, benign keratosis-like lesions, 

dermatofibroma, melanocytic nevi, melanoma, and 

vascular lesions which we can also see in figure 4, 

aiding early diagnosis and treatment planning.  

  

4.7.  Architecture of Swin Transformers  
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With a linear computing complexity resulting from 

self-attention processing within each local window, the 

Swin Transformer is a Vision Transformer that may be 

used for image identification and classification tasks. It 

builds hierarchical feature maps by combining picture 

areas in layers whose classification can be seen in 

Figure 3.  

 

 
 

Figure3: Swin Transformer 

 

4.8 DataSet 

The HAM10000 ("Human Against Machine with 10000 

training images") dataset, consisting of 10,015 images, 

aims to address the scarcity of dermatoscopic images for 

the automated diagnosis of pigmented skin lesions. It 

covers diagnostic categories like Actinic keratoses, Basal 

cell carcinoma, benign keratosis-like lesions, 

dermatofibroma, melanoma, and vascular lesions which 

can be seen in figure 4 with all types of skin cancer. 

 

 
            Figure 4: Types of Skin Cancer 

 

4.9. Training Procedure  

We carefully chose and adjusted several hyperparameters 

during the training process to maximize the effectiveness 

of our skin cancer classification model 

  

4.10 Training Hyperparameters  

1. Learning Rate:  

The number of steps taken during optimization 

to update the model's parameters is determined by 

the learning rate which is 5e-05 in this case.  

New Weight=Old Weight−Learning Rate × Gradient (1) 

  

2. Train Batch Size:  

The number of training examples used in each 

training cycle is determined by the batch size. The 

train batch size of this model is 32.  

  

3. Eval Batch Size:  

It determines the number of examples utilized for 

evaluation in each iteration, much as the train batch 

size. The Eval batch size of this model is 32.  

  

4. Seed  

For reproducibility, the random number generator 

is initialized with a seed in Figure 4, which is a random 

number. The seed in this model is 42.  

  

5. Gradient Accumulation Steps:  

In advance of changing the model's parameters, 

gradient accumulation permits gradients to build 

across several batches. The value is 4.  

  

6. Total Train Batch Size:  

The product of train batch size and gradient 

accumulation steps yields the effective batch size 

that is used for parameter updates. The total train 

batch size is 128.  

Train Batch Size × Gradient Accumulation Steps  

= Total Train Batch Size (2) 

  

Table 1: Training Results & Accuracy of Swin 

Transformer model 

Training Result & Accuracy of Model 

Training Loss 0.3261 

Epoch 1.0 

Step 3.30 

Validation Loss  0.2744   

Accuracy 0.8984 

Precision 0.9030 

F1 0.8985 

AUC-Roc Curve 0.9935 

  

7. Optimizer:  

The Adam optimizer, with betas = (0.9, 0.999) and 

epsilon=1e-08, uses adaptive methods to adjust 

learning rates and momentum, ensuring stability 

during parameter updates.  

  

8. Learning Rate Scheduler Type: A linear 

learning rate scheduler adjusts the learning rate linearly 

during training epochs.  

  

9. Learning Rate Scheduler Warmup Ratio:  
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The value of 0.1 indicates that 10% of the epochs 

are allocated for the learning rate warmup.  

  

10. Number of Epochs:  

The model is trained for one epoch, completing one 

pass through the entire training dataset.  

 

In our proposed system the training loss after one epoch 

is 0.3261, while the validation loss is 0.2744 as shown 

in table 1. The training method achieved an accuracy of 

89.84%, precision of 90.30%, F1 score of 89.85%, and 

Area Under the Curve (AUC ROC) of 99.35%. 

Additionally, it implies that the value at the given stage 

is 3.30 as given in Table 1. These indicators collectively 

reflect the model's performance and efficacy after the 

stipulated training period, providing information about 

its capacity to make accurate predictions and manage 

the given data.  

  
4.11. Working  

  

The application features a logo screen, login screen, and 

password reset options. It raises consumer awareness 

about skin cancer and provides access to important 

information. Users can create accounts, customize 

profiles, and upload pictures for skin assessment. They 

can preview submitted photos before starting the 

assessment via the Check Picture screen in figure 2.  

 The SkinScan program offers a user-friendly interface 

with distinct functions, allowing users to create 

accounts, access instructional materials, upload photos, 

and receive detailed skin scan findings after processing 

supplied photographs.  

  

V. RESULTS  

 Presenting SkinScan, a cutting-edge AI-powered 

software for prevention and early detection of skin 

cancer. We have reached significant goals through 

thorough research and testing, proving the app's 

performance in precisely detecting possible skin 

problems. The artificial intelligence model utilized in 

SkinScan has exhibited remarkable efficiency, attaining 

elevated levels of precision in identifying skin cancer in 

various datasets. The measures for accuracy, recall, and 

F1-score consistently show how reliable our model is in 

differentiating between various kinds of skin lesions. 

Early feedback from users and engagement data 

demonstrate how wellliked SkinScan's functionality and 

user experience is. Users value the app's ability to raise 

awareness and its simplicity of use, as well as its clear 

and instructional content regarding skin cancer. One of 

the main concerns with SkinScan has been its picture 

processing pipeline efficiency which can be seen in 

Figures 5 and 6, we have provided it with images, and it 

has shown us the results. Our findings demonstrate that 

the program offers quick analysis, guaranteeing a 

smooth user experience. The app's usefulness for daily 

use is enhanced by its real-time processing capabilities.  

The image was classified using a model, predicting it 

to be a Melanoma or Melanocytic-nevi, with lower 

confidence values for other classifications, aiding in 

skin lesion diagnosis in Figures 5 and 6, based on the 

precision and accuracy results we conclude that this is 

the desired type of cancer.  

 

  

 

  

Figure 5: Skin Cancer Classification Output  

  

VI. DISCUSSION  

 There was a 32% rise in reports for (pre)malignant 

lesions of the skin among users of the app in comparison 

to a comparable number of those who avoided using the 

mHealth app. However, a three- to four-fold increased 

likelihood of claims for benign skin cancers and nevi 

among mHealth users also offset this effect. Based on 

the previously published diagnostic precision of the 

analyzed app [15,16], these results were anticipated. 

Additionally, they align with other highly recognized 

population-based cancer screening programs that strike 

a balance between accurately diagnosing malignancies 

and producing false positive results [17], as well as 

contemporary clinical dermatological practice, which 

excises about 8 nevi for every melanoma [18].  
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Figure 6: Classification Results for Skin Cancer  

 

  

Using a mHealth app could be an option even though 

traditional skin cancer screening according to a full 

body check by a qualified healthcare provider is not 

advised [19]. a stage in between to think about focused 

screening for high-risk lesions. According to this 

study, using the app was associated with a rise in 

(pre)malignancy claims; as a result, it may be a useful 

first step in enhancing skin cancer detection. But as it 

stands, the app can now detect any cutaneous 

(pre)malignancies, including actinic keratosis, 

keratinocytic carcinomas, and melanomas. The 

morbidities and fatalities of these (pre)malignancies 

vary greatly [20–23], and early diagnosis of cutaneous 

premalignancies such actinic keratosis is medically 

less significant. The incorrect diagnosis and hence 

inefficient use of limited healthcare resources could be 

a major drawback of implementing these kinds of apps 

across the population [24].  

  

VII. CONCLUSION  

 The SkinScan app, using the Swin Transformer model, 

is a groundbreaking solution for early skin cancer 

detection and prevention. With an accuracy rate of 0.89, 

it facilitates user-friendly skin examinations, enabling 

timely medical interventions and potentially life-saving 

treatments. SkinScan also raises awareness and 

promotes proactive health behaviors, potentially 

improving patient outcomes and reshaping skin cancer 

management. 
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Combatting Illegal Logging with AI Powered IoT 
Devices for Forest Monitoring 

Abstract  — This research presents a comprehensive strategy for 
tackling illegal logging by leveraging Artificial Intelligence (AI) 
and Internet of Things (IoT) technologies. In high-risk forestry 
areas, sensors-equipped Internet of Things devices are used to 
continuously monitor and detect sound of surrounding. The AI 
component uses machine learning methods to identify potential 
unlawful logging activities by accurately detecting and 
distinguishing sound patterns associated with chainsaw and 
logging operations such as tree cutting and also detect the 
natural disaster like the wildfire. When such activities are 
detected by these smart AI powered IoT device installed in 
forest, real-time notifications are generated after such activity 
which allowing surrounding enforcement agencies, such as the 
forest department, to intervene promptly. By providing a 
targeted and prompt solution to the issue of illicit logging, this 
strategy supports biodiversity preservation and sustainable 
forest management.  

Keywords: Forest Monitoring; AI Against Illegal Logging; 
Real-time Alerts; Environmental Conservation; IoT for Anti-
Logging  

 

I. INTRODUCTION 

Forests are woven in our history. It is the source of fresh air, 
strong materials for houses, fresh water, and fertile soil for 
growing crops. But forests are being challenged. Illegal 
logging driven by uncontrolled greed for money challenges 
them. It throws the nature's balance off give and take. The 
results are damaging to our ecosystems causing disasters like 
habitat losses as well as social entity indifferences. 
Deforestation initiates climate imbalance messing up the 
weather regime as well as disturbs the process of equilibrium 
in the ecosystem. All this careless act performed risks the 
same resources for its gain. 

Big-time cutting of the trees combined with illegal chopping 
of the wood provisions to the problems in saving worldwide 
vine variance, keeping equal ecology, and protecting homes 
of countless wild beings. This destroys the system of world 
waters, reduces nature distinction by destruction of home and 

creates a lot of conflicts and other effects on the social maters. 
Alarmingly, every year an expanse of country-sized land is 
afflicted by deforestation either from illegal logging or fires, 
especially in growing countries like Brazil and Indonesia.  

The records of vast forests have always been a challenge in 
the history books. Walking through dense woods is risky, 
requires numbers of people, and usually leaves out far places. 
Regular surveillance like cameras can help, but they don't 
capture everything and can miss things as an action is taking 
place. The quiet noises in the forest, often covered by leaves 
and distance, can slip on by. This allows lasting damage to 
happen before we can step in. 

What if tech could boost these soft sounds, turning them into 
warnings of unfairness and signals of hope for our vanishing 
woods? Imagine hearing - really hearing – the hidden 
messages in the moving leaves? This is the big dream driving 
our project. We try to appeal to the cutting edge of Internet of 
Things (IoT) and voice classification power. We want to stand 
guards for peaceful green defenders. 

Figure 1: Diagram of Proposed Project. 

Now let's imagine intelligent sensors scattered in a forest, as 
shown in figure 1. They're run by the chip ESP32, a powerful, 
widely- used engine. Their job is to beckon and learn, with 
advanced tech that recognizes voices. They're always on the 
lookout for injurious things like noisy chainsaws, falling logs, 
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or people talking up to no good. Before, these damaging 
noises would go unnoticed. Now they are translated into 
useful information. Straightaway, this information fires 
through the unseen paths of the IoT to a main cloud base. 
 
The soft sounds would rise into a loud noise in the woods, 
slowly but surely. Alerts go off immediately, leading forest 
rangers exactly where the action was improper. Now, law 
breakers who prowl and come unseen are seen; their quiet 
deeds demand responsibility loudly and effect action, 
reverberating in the digital world. 
 

II. AIMS AND OBJECTIVES 
 

Illegal logging is a pressing threat to global forests, imperiling 
their sustainability. A solution leveraging artificial 
intelligence (AI) and Internet of Things (IoT) devices is 
proposed to combat this issue. The project aims to reduce 
unauthorized logging through real-time monitoring, 
deploying IoT devices strategically. AI algorithms will 
analyze data, identifying patterns and potential logging 
incidents. 
 
Preserving biodiversity is a key focus, preventing 
deforestation from illegal logging. The project enables data-
driven decision-making for forest management, emphasizing 
collaboration among stakeholders. Capacity building 
initiatives prioritize enhancing local communities' capabilities 
in monitoring and combating illegal logging. 
 
Awareness initiatives highlight the impacts of illegal logging, 
emphasizing forest conservation. Specific objectives include 
deploying IoT devices, implementing AI-powered analysis, 
and fostering collaboration. Advocacy for supportive policies 
is integral to combat illegal logging. 
 
Community engagement involves training local communities 
in monitoring and protecting forests. Ongoing evaluation 
ensures the effectiveness of AI-powered IoT devices in 
combating illegal logging. 

 

III. LITERATURE REVIEW 
 

In the world of audio classification, which has made great 
strides since the last decades of the 20th century, applications 
have been found for distance learning and digitized libraries. 
The new generation methodologies that have been pioneered 
include Hidden Markov Models by Lu Jian with its intricate 
sorting of audio files and also label-free approach by Zhao 
Xueyan. Li, S.Z provides a refined sound identification 
system using Support Vector Machines (SVMs) and Mel 

Frequency Cepstral Coefficients (MFCC) in the domain of 
sound understanding. 
 
Features from the time and frequency domain form the focus 
area of the study for sorting the sounds. Using Short-Time 
Average ZCR and Short-Time Energy in the time domain, the 
important features for sound or silence determination are 
extracted on the paper. In the frequency domain, there exist 
repeated features like Centroid of Audio Frequency Spectrum 
and Sub-Band Energy Ratio that give useful pointers. The idea 
of the suggested method of sound sorting is grounded in SVM, 
and thus it requires the careful preprocessing of audio samples 
and many features to be extract, including MFCC. The system 
proved effectual as it was tested for a mixed set of 2500 sound 
pieces and obtained an average commendable accuracy of 
92.14%. In conclusion, this article reveals some insight into 
the historical context of audio sorting, a deep sound's sorting 
system mixing time and frequency traits, augmented with 
SVM processing. 
 
Tiny Machine Learning (TinyML) challenges the problem of 
pitching machine learning into microcontrollers integration in 
domains such as sound recognition, image classification and 
motion classification/anomaly detection. In sound 
recognition, most powerful keyword spotting (KWS) takes the 
center stage whereby individuals gain hands-free access 
control for better user accessibility. In projects that depict 
exemplary TinyML application, such as the project with 
XIAO nRF52840 Sense, implementation of TinyML 
applications as feasible is demonstrated even in cases of 
limited resources. Regarding other projects, TinyML has 
application in image classification where XIAO ESP32S3 
Sense additionally supports camera access and therefore can 
be used in projects related to object recognition too. TinyML 
enhanced by an EnsensoPico for motion 
classification/anomaly detection enabled the real-time 
analysis of sensor data and has been exemplified in an 
innovative cargo damage prevention tool utilizing XIAO 
nRF52840 Sense. These, as well as those purpose-developed 
in this area, illustrate the transforming potential of TinyML 
hence empowering low-power embedded systems across 
various sectors. 
 
We provide audio classification in this literature review, from 
understanding basic processes towards application of 
advanced machine learning models. It focuses voice 
conversion into quality digital format, stress on analysis 
through spectrogram and other tool selection like Mel-
spectrogram and Short- Time Fourier Transform (STFT). 
Within the study, the loudness differences are normalized 
using techniques, and ideas of Data Augmentation and also 
the use of mechanisms such as Depthwise Separable 
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Convolutional Neural Networks (DS-CNN) and FastGRNN 
are presented to improve on the overall capabilities of 
listening to audio tasks. 
 
This investigation into Enhanced Sound Recognition (ESR) 
with the application of Deep Learning (DL) techniques 
underscores the emergent interest to leverage DL in enhancing 
Machine Learning (ML) models. This study will review the 
different approaches towards sound recognition from 
spectrograms/MFCCs as inputs to ANN/CNN classifiers and 
raw waveform directly. In one of the most illustrative 
experiments, sound classifying in a Wireless Sensor Network 
(WSN) with Raspberry Pi (RPi) nodes is performed using a 
Convolutional Neural Network (CNN). The research has 
proven that even feature extraction and sound classification 
can be executed on embedded high-level devices, so it highly 
accentuates searching computational capabilities. 
Addressing the dearth in discourse of the benefits and the 
feasibility for the introduction to machine learning techniques 
of sound classification. Other proposed solutions for the 
Internet of Things (IoT) are specially designed models like 
CNN, with separate focus on model inference time and 
resource efficiency on low-power microcontrollers. Hardware 
accelerators such as Tensor Processing Units (TPUs) and 
Field Programmable Gate Arrays (FPGAs) are exploited to 
enhance the performance of audio applications of Deep 
Learning. Lastly, the study concludes in a better approach for 
looking damage identification and location in multiple classes 
by considering the various level of severity of damages as well 
as for scenarios. These techniques along with the windowing 
data augmentation and a unique majority voting technique 
accompanied with the global CNN-1D model prove to be 
adequate for dealing with the problems of limited data. 
 
 

IV. METHODOLOGY 

The methodology consists of a series of related steps from the 
data collection to the real-world deployment designed to 
develop an effective system to fight against the issue of illegal 
logging with the help of the AI enabled IoT devices. In our 
purposed methodology the cutting-edge technology is used by 
utilization the low power microcontroller and make it the 
powerful tool with the use of Machine learning.  Like in the 
first step through the data collection and it preprocessing 
before train the supposed model. 

A. Data Collection and Preprocessing 

                                                                First, a rich dataset 
comprising 75 samples each of the following audio classes - 
Silence, Axe, Chainsaw, and Fire has been collected from 

different website. Each audio recorded voices has 5 seconds 
and the total data collected is shown in Table [1]. The process 
involved in data collection uses Mel-filter bank energy 
features that are very important in audio classification. These 
features provide vital information about environmental sounds 
and extract the speech signals for use in recognition tasks like 
associated with illegal logging. 

TABLE 1. Data Collection  

Data collected Train / Test split 

25m 0s 79% / 21% 

B. Training Deep Learning Model  

                                                In this step, the convolutional 
neural network model (CNN) is trained and selecting filter-
bank energy features (MEF) as a feature to detect the 
surrounding voices and make the meaningful insight form 
recorded voices. In Step 1, obtain a balanced dataset where 
each class would contain at least 75 samples: Silence, Axe, 
Chainsaw. The audio samples consisted of files with durations 
of exactly 5 seconds each. This dataset is important in training 
a strong classifier for the accurate classification of 
environmental sounds associated with the activities of illegal 
logging. 

    1) Mel-filter bank Energy Features (MEF): The Mel-filter 
bank energy features (MEF) have been used as the choice 
feature for this audio classification. The method of the 
extraction of the features used in this work is to capture the 
frequency content of the audio signals. This process can be 
achieved by using a filter bank to divide this audio signal into 
several narrow frequency bands. The resulting energy values 
across these bands serve as essential input features for the 
machine learning model. 
 
Parameters for MEF are listed below 

i. Frame Length: 0.02 seconds 
ii. Frame Stride: 0.01 seconds 

iii. Filter Number: 40 
iv. FFT Length: 256 
v. Low Frequency: 0 

 

 

 

 

 
 

Figure 2:  Mel Energies (DSP Output)  
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The figure 2 and 3 illustrated the Mel Eng Mel Energies and 
FFT Bin Weighting of some of voice from data set. These 
parameters should be chosen very carefully in such a way as 
to optimize the extraction of Mel filter bank energy features 
from the audio data, such that ultimately a set of very 
representative and informative features is obtained for the 
purpose of training the deep learning models. 
 
    2) Neural Network Architecture: The neural network 
architecture was designed to effectively process the Mel- filter 
bank energy features classifying the audio into their 
corresponding classes. The architecture includes: 

 
i. Input Layer (3,960 features): The model reshapes the 

features so that it can be processed by the model. 
ii. Reshape Layer (40 columns): 40 filters that are part 

of the MEF. 
iii. 1D Conv/Pool Layer (8 neurons, 3 kernel size, 1 

layer): First incidence of convoluting. 
iv. Dropout (Rate 0.25): Introduces regularization to 

prevent overfitting. 
v. 1D Conv/Pool Layer (16 neurons, 3 kernel size, 1 

layer): Extra convolutions for better feature 
extraction. 

vi. Dropout (Rate 0.25): Further regularization. 
vii. Flatten Layer: It converts output into a one-

dimensional array/tensor for next series of layers. 
viii. Additional Layer: Introduces complexity 

and abstraction for improved model performance. 
ix. Output Layer (4 classes): Represents the four classes 

(Silence, Axe, Chainsaw, Fire). 

 

 

 

 

 

 

  

 

 

 

 

 

Training Settings 
i. Number of Training Cycles: 100 

ii. Learning Rate: 0.005 
In processing that, it is possible to realize the consensus and 
accuracy during the training process to see that the network 
learns effectively the Mel-filterbank energy features. The 
figure 5 below is showing the model training acurrcy which 
also shows the incorrect classfication with red points. 

C. Integration Model with ESP32 Microcontroller as a 
Sensor Node 

                         Using the trained model which we have 
develop in prevoius section, the model is exported as a 
arduino  and deployed to the ESP32(ESP32 is a series of 
low-cost, low-power system on a chip microcontrollers 
with integrated Wi-Fi and dual-mode Bluetooth) 
microcontroller functioning as a sensor node. For recording 
of audio data of surrounding, an enabled INMP441 
microphone has been used which The INMP441 is a high-
performance, low power, digital-output, omnidirectional 
MEMS microphone. The recorded audio data, therefore 
undergoes processing by use on device machine learning 
model. This integration ensures a classification of sounds 
which falls into categorization related to the activities of 
illegal logging by ESP32 autonomously. 
 

Table 3: On-device Performance (ESP32 board) 

Interfacing Time Peak RAM usage Flash Usage 

21ms 10.6Kb 32.6Kb 

 
In table 3, on device performance is illustrated.  On ESP32 
SoC. The latter uses LoRa communication for a secure 
transmission of the voice identified, and node location 
(longitude, latitude). In this scenario, the ESP32 being a 
node sensor, sends its data, using LoRa technology to the 
central server node which is another ESP32 and work as 
server as its is handling the database of that project. This 

Table 2: Model Accuracy on Training set  

Accuracy Loss 

96.2% 0.10 

 
Figure 3: FFT Bin Weighting 1 

 

Figure 3: FFT Bin Weighting 

 
 Figure 5: Data Explorer 

 
 Figure 4: Model Hidden layers Structure of CNN  
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way of communication is needed to establish networking 
abilities over wide forested areas so that monitoring can 
occur in real time. 

D. Server Node (ESP32) and Database Integration 

           In this step, ESP32 works as the server 
node and is to receive signals from the ESP32 sensor nodes. 
The server node connects Firebase which a cloud platform by 
Google. Firebase is used for real-time data storage, updating 
node locations and other relevant information that exists in 
the field of operations. This integration ensures a centralized 
and accessible repository of data. 
The mobile application is built to interface with the Firebase 
database and give real-time notifications on detected 
activities and node locations. It is the user interface for the 
app, where different users like members of the local 
community, law enforcement agencies, as well as 
environmental groups interact. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6 is illustrating the project top overview and clear flow 
of our project. This is the real world-based scenario which is 
used to test how good the model is that has trained on several 
localization and classification tasks in a real-world case. The 
testing phase also tests whether LoRa communication is 
robust as well as ensuring data moves from LoRa to Firebase 
successfully. 
 

V. RESULTS 
 

The model performed exceptionally well in various aspects. It 
achieved an accuracy of 96.2% on the validation set along 
with low loss, that is, 0.10. The confusion matrix reflected 
accurate different class ability of the model, high percentages 
for SILENCE, AXE, CHAINSAW and FIRE. The 
corresponding efficiency in terms of F1 scores was further 

validated through table below.  
 

 Silence Axe Chainsaw Fire Uncertainty 

Silence 73.5% 9.8% 0% 0% 16.7% 

Axe 1.8% 70.2% 0% 4.0% 24.1% 

Chainsaw 0% 2.9% 95.2% 0% 1.9% 

Fire 0% 1.2% 0% 98.4% 0.4% 

F1 score 0.84 0.77 0.98 0.96  

Table 4: Accuracy 82.57%  

During on-device performance, the model showed efficient 
inferencing that took very short of 21 ms. Minimal resource 
usage was identified by peak RAM at 10.6K and flash usage 
at 32.6K as already shown in table 3. This makes for 
deployment in real-time constrained devices. 
 

 
In each of the testing scenarios, the model maintained a high 
level of accuracy at 82.57%. The performance behavior of the 
classification algorithm in classifying into groups the audio 
samples under the different classes including instances of 
uncertainty was depicted by the confusion matrix. The F1 
scores for each class also confirmed the reliability of the 
model under different setup conditions during testing.  
 
The latencies distribution during the inference process of the 
model display as shown in table 5 a well-distributed figure, 
with an overall of 471 ms made up of 450 ms that are 
contributed by the Mel-filterbank energy features (MFE), 
another 21 ms for the classifier. Resource usage in terms of 
RAM and FLASH stood at 20.4K and 32.6K respectively 
unveiling further efficacy of the model in memory allocation 
as well stroage. 
 
Overall, the results underscore strong generalization ability 
by the model showing it as being promising in a real-world 
setting combating illegal logging with its effective audio 
classification on IoT devices. 
 
 

VI. CONCLUSION 
 

The application of Internet of Things (IoT) and Artificial 
Intelligence (AI) technology offers an achievable approach 
for combating illegal logging, which is a major danger to 
world forests and biodiversity. We have demonstrated an  

 MFE Classifier Total 

Latency 450ms 21ms 471ms 

RAM 20.4K 10.6K 20.4K 

Flash  32.6K  

Accuracy    

Table 5: Model's Efficiency in utilizing 
memory 

 
 Figure 6: Flowchart to project 
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innovative strategy for real-time monitoring and detecting 
actions related to illegal logging, such as chainsaw running 
and tree cutting down, through the deployment of smart 
sensors installed with AI algorithms. 
 
By harnessing advanced machine learning techniques which  
include convolutional neural networks (CNNs) trained on 
Mel-filter bank energy features (MEF), the developed model 
attained an spectacular accuracy of 96.2% on the validation 
set. The model efficient inferencing process with a minimal 
resource usage on low-powered microcontrollers like the 
ESP32 which spectacle its suitability for real-world 
deployment in forest environments. 
 
Integration with IoT devices like ESP32 microcontroller 
serving as a sensor node which enables autonomous 
classification of environmental noises related to illegal 
logging activities. Employing LoRa communication 
technology, data transmission to a centralized server node 
deployed with Firebase database make sure the realtime data 
storage and accessibility. 
 
The model's overall accuracy of 82.57% as well as successful 
memory allocation and memory resource usage have been 
confirmed by the testing scenarios' results, which also 
highlight the model's robustness and generalization capacity. 
The model is a useful tool for monitoring and preventing 
illicit logging in real-world forest situations because of its 
low-latency inference process and ability to reliably classify 
audio samples into distinct classifications. 
 
In conclusion, our research demonstrates the effectiveness of 
AI-powered IoT devices in preserving biodiversity and  
promoting sustainable forest management and aloso 
safeguarding against the dangerous effects of illegal logging. 
By providing timely detection and intervention capabilities so 
that this strategy contributes to the conservation of forests, 
ecosystems, and the a lot of benefits they provide to humanity 
and the planet as a whole. 
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Exploring Hardware Security: Ring Oscillator 

Based PUF Implementation on Xilinx 7 Series 

FPGAs 

 

Abstract—In recent years, hardware security has become 

increasingly critical in various applications ranging from IoT 

devices to critical infrastructure. Physically Unclonable 

Functions (PUFs) have emerged as a promising solution for 

providing unique hardware identifiers and enhancing device 

security. Among different implementations of PUFs, ring 

oscillator (RO) based PUFs offer simplicity and effectiveness. 

This paper presents the implementation and characterization of 

a RO-based PUF on Xilinx 7 Series FPGAs. The design 

methodology, implementation details, and characterization 

results are discussed to evaluate the performance and security 

of the proposed solution. The findings demonstrate the 

feasibility and effectiveness of using RO-based PUFs for 

hardware security on Xilinx 7 Series FPGAs.  

Keywords: Hardware Security; Ring Oscillator (RO); 

Frequency Variation; Challenge-Response Protocol. 

I. INTRODUCTION 

In an era marked by increasing concerns over 
cybersecurity threats and the integrity of digital systems, the 
demand for robust hardware security mechanisms has never 
been greater. The proliferation of connected devices, ranging 
from Internet of Things (IoT) gadgets to critical infrastructure 
components, underscores the need for reliable means of 
device authentication and data protection. Physically 
Unclonable Functions (PUFs) have emerged as a promising 
solution to address these challenges by leveraging the inherent 
variations in hardware properties to generate unique device 
identifiers. Among the various implementations of PUFs, ring 
oscillator (RO) based designs offer simplicity, efficiency, and 

compatibility with FPGA architectures. This paper explores 
the implementation and characterization of a RO-based PUF 
on Xilinx 7 Series FPGAs, aiming to provide insights into its 
performance, security, and suitability for hardware security 
applications. 

All the Xilinx ZYNQ Architectures are divided into PL 
and PS as shown in Figure 1. PL stands for Programmable 
Logic, which is an FPGA. In a ZYNQ device, the PS or 
processing system (cortex a9) is connected to the 
programmable logic (PL) using the AXI buses. That means 
peripherals implemented in PL can communicate easily with 
software running on the CPU. 

II. LITERATURE REVIEW 

The concept of Physically Unclonable Functions was first 
introduced by Pappu et al. [1], who proposed the use of optical 
scattering properties of random materials for generating 
unique identifiers. Since then, PUFs have been extensively 
studied and applied in various domains, including device 
authentication, secure key generation, and anti-counterfeiting 
measures. Among the different implementations of PUFs, 
RO-based designs have gained attention due to their simplicity 
and effectiveness. Gassend et al. [2] introduced the concept of 
silicon physical random functions, demonstrating the 
feasibility of using ring oscillators for generating unique 
device identifiers. Subsequent research by Suh and Devadas 
[3] further explored the application of PUFs for device 
authentication and secret key generation, highlighting their 
advantages over traditional cryptographic methods. Maes and 
Verbauwhede [4] conducted a comprehensive study on the 
state of the art and future research directions in physically 
unclonable functions, emphasizing the need for robust and 
reliable hardware security mechanisms. 

 

In the context of FPGA-based security, Xilinx 7 Series 
FPGAs have gained popularity for their high-performance, 
low-power, and versatile architecture. The inherent 
reconfigurability of FPGAs makes them ideal platforms for 
implementing hardware security solutions, including PUFs. 
However, limited research has been conducted on the 
implementation and characterization of PUFs specifically 
targeting Xilinx 7 Series FPGAs. This paper aims to bridge 
this gap by presenting a detailed exploration of RO-based PUF 
implementation on Xilinx 7 Series FPGAs and evaluating its 
performance and security characteristics. 
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Figure 1: ZYNQ Architecture 
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III. METHODOLOGY 

An RTL design is implemented in Programming Logic (PL) 

and interfaced with the ZYNQ processing system (PS) using 

AXI interfaces.  The top module comprises of a Datapath 

and a Controller. 

 
The design is implemented in Vivado 17.4 and tested on a 
Digilent Zybo featuring an XC7Z010 BGA SoC which 
includes an Artix-7 FPGA and two hardcore ARM Cortex A9 
processors.  

Inside the Datapath 256 Ring Oscillators (RO) are instantiated 
which each RO drive a counter as shown in Figure 3 and 
Figure 4. Only one RO runs at a time and the controller resets 
the counter after reading another RO. 

The Controller is a Moore FSM. Which enables the RO for 
0.5ms using a 100MHz Clock. So, for a period of 10ns, it 
keeps incrementing a 16-bit counter and see if it reached 
50,000. If it is, it set enable = 0 meaning that 0.5ms has passed. 
For the next RO the Controller resets the counter.  

As shown in Figure 2, Constraints are applied on the RO so 
that the Vivado tools do not optimize the ring oscillators into 
a single LUT, otherwise it would simply defeat the purpose of 
an RO. 

Five Instances (D1, D2, D3, D4, D5) of Datapath are 
instantiated into the top module out of which only the output 
of one is selected as the counter value using 5x1 Multiplexer. 
The counter will give 256 values for a single Datapath as it 
has 256 ROs. The External signal sel which is 8 bits wide, is 
used to select each RO out of 256 ROs in each Datapath. 

 

The methodology for implementing and characterizing the 
RO-based PUF on Xilinx 7 Series FPGAs involves several 
key steps: 

A. Design and Synthesis 

The RTL design of the RO-based PUF is developed using 
hardware description languages (HDLs) such as Verilog or 
VHDL. The design is synthesized using Xilinx Vivado Design 
Suite to generate the corresponding FPGA configuration 
bitstream. 

 

B. Implementation 

The synthesized design is mapped onto the target Xilinx 7 

Series FPGA device, considering resource utilization, timing 
constraints, and routing considerations. Careful attention is 
paid to optimizing the design for the target FPGA architecture 
to ensure efficient utilization of hardware resources. 

C. Verification 

The implemented design undergoes rigorous functional 
verification to ensure correctness and compliance with the 
intended specifications. Simulation-based verification 
techniques are employed to validate the functionality of the 
RO-based PUF under various operating conditions and input 
stimuli. 

D. Testbench 

 
Using a testbench to simulate the proposed design, the counter 
gets the value 50000 after running an RO for 0.5ms 
(500,000ns) as shown in Figure 5. 

 

E. Placement and Routing 

As shown in Figure 6, the placement of all ROs is 
constraint into to SLICEL slices only and the rest of the parts 
of the block design are placed by the tool mostly in SLICEM 
slices as we have used all the SLICEL.  

 

Figure 4: Top Module using RTL. 

 

 

Figure 2: Ring Oscillator after Implementation in Vivado 

 

 

Figure 3:Top Module Schematic 

 

 

Figure 5: Testbench. 
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F. Characterization 

 Once the design is verified, a series of characterization tests 
are conducted to evaluate its performance and security 
properties. These tests include frequency measurements, 
stability analysis, and challenge-response evaluations, as 
described in the previous section. 

By following this methodology, the performance and security 
of the implemented RO-based PUF on Xilinx 7 Series FPGAs 
can be thoroughly evaluated, providing valuable insights into 
its suitability for hardware security applications. 

IV. RESULTS AND DISCUSSION 

The characterization results demonstrate the effectiveness of 
the implemented RO-based PUF on Xilinx 7 Series FPGAs. 
The frequency measurements reveal significant variations 
among individual ring oscillators, ensuring the uniqueness of 
the response patterns. Stability analysis indicates consistent 
performance of the PUF across different operating conditions, 
highlighting its reliability. Challenge-response evaluations 
confirm the unpredictability and security of the generated 

identifiers, making the PUF suitable for secure authentication 
and key generation applications. 

V. CONCLUSION 

In conclusion, this paper presents a comprehensive 
exploration of hardware security using ring oscillator based 
PUFs on Xilinx 7 Series FPGAs. The implementation and 
characterization results highlight the feasibility and 
effectiveness of leveraging PUFs for enhancing device 
security. Future research directions may include optimizing 
the PUF design for specific performance metrics and 
exploring advanced security features for FPGA-based systems. 
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Abstract— This paper aims to develop the foundational 

knowledge about the Unity game development engine 

embedded with AI for the development of a hypercasual game 

that has intelligent NPCs, which operate strategically in the 

environment. The targeted audience comes in the class of those 

who are pursuing their career in the niche of game 

development. Moreover, in this paper, different reinforcement 

learning methods have been discussed, which have been 

implemented in the game that produce the optimal results for 

the behavior of NPCs. AI games are the future of this industry 

to enhance the gaming experience for the users and provide a 

multiplayer effect for them. Hence, this paper tends to 

represent a glimpse into the future perspective of the gaming 

industry in hypercasual gaming platforms. 

Keywords: Unity, Reinforcement Learning, AI Games, NPCs, 

and agents. 

I. INTRODUCTION 

 Unity Engine is a cross-platform game development 
developed by Unity Technologies that supports 2D games, 
3D games, Augmented Reality applications, and Virtual 
Reality applications. It was released in 2005. The engine 
extended to support a variety of devices such as desktops, 
mobiles, and different console devices. It works on both iOS 
and Android devices. It is considered a beginner-friendly 
application for game developers who want to pursue their 
career in the domain of game development, where most 
indie game developers or independent game developers are 
mostly found using this engine. Furthermore, this game 
engine is utilized by different organizations beyond game 
development, such as engineering, architecture, and film [1]. 

 This paper presents the integration of AI into Game 
Development, which is a glimpse into the future of the 
industry of game development. However, this paper tends to 
introduce AI to the platforms of hypercasual games, since 
AI is mostly found in high-level games such as Red Dead 
Redemption 2. Our paper aims to develop a hypercausal 
game, which is a lightweight game with fewer mechanics 

that would have intelligent NPCs. The NPCs in the game 
would operate strategically in the game, hence enhancing 
the gaming experience for the users by providing them with 
a multiplayer game effect through the intelligent NPCs. 

 

A. Research Paper Aim 

 To develop a foundation of understanding of Unity 
being integrated with AI for the development of AI games 
that will uplift the gaming industry. The following 
objectives and queries are developed that will achieve this 
aim. 

 

B. Research Paper Objectives 

a) To study Unity and AI for the development of 
innovative AI hypercasual games.  

b) To examine the best optimal Reinforcement 
Learning methods for the agents.  

c) To outline the integration of AI with Unity. 

 

C. Research Paper Questions 

a) What are the benefits of AI games?  

b) To what extent AI games can shape the gaming 
industry? 

c) Which Reinforcement Learning methods are 
optimal for the game agents to operate intelligently 
in the game? 

 

The research paper has been divided into five sections in 

order to achieve the aim and goals. Section 1 elaborates the 

introduction, Section 2 covers the Literature Review, 
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Section 3 covers the methodology, Section 4 covers the 

discussion and Section 5 covers the conclusion. 

II. LITERATURE REVIEW 

 The literature review, in this section of the proposed 

paper, examines the works that have been conducted 

previously. 

 Unity is a cross-platform game engine, used for 2D and 

3D games. It supports a variety of platforms such as 

desktops and mobiles. Furthermore, Unity is one of the most 

popular engines among the other game development engines 

due to its flexibility, efficiency, and convenience. The 

gaming engine comprises various tools that are convenient 

tools for modifying your project. The feature of real-time 

play mode with smart previews allows you to monitor the 

modifications instantly [1]. Unity engine supports the 

deployment of its projects on different operating systems 

such as Mac, Linux, and Windows, along with artist-

friendly tools by allowing developers to develop efficient 

games [3]. 

 Additionally, the navigation system in Unity enables 

NPCs to logically move around the environment of the 

game [4]. However, this feature only limits the movement of 

the NPCs or agents to make decisions in terms of movement 

around obstacles in the environment. 

 On the scripting aspect of the Unity engine, it supports 

C#, which is an object-oriented programming language 

developed by Microsoft. There are two ways to design C# 

scripts in the Unity engine. The first one is object-oriented 

design, which is referred to as the traditional approach and 

is used by the majority of developers. The second is data-

oriented design, which is also supported by Unity [5]. 

 Therefore, based on the studies covered in the literature 

review, a conceptual framework is shown below (See Fig 1). 

 
Figure 1 - Conceptual Framework 

III. METHODOLOGY 

 The following methodology is adopted in this paper in 

which data is gathered from different sources, which relates 

to the domain of this paper. The collection of data for this 

work has been gathered from the following tools:  

1. Unity Engine  

2. C# 

3. Python (Anaconda Software) 

 

A. Training Environment 

 The environment was created for the hypercasual game 

to test the reinforcement methods. The environment is based 

on a football game where two teams play against each other 

by scoring the ball into the located goals. The important 

feature used in the game is “ray cast” which collects data. 

Raycast is used to detect the object from a distance by the 

agent to make intelligent decisions based on the values 

collected. The agent receives the reward after completing 

their desired objective of scoring a goal. 
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Figure 2 – Hypercasual Game Design 

 

B. Reinforcement learning methods 

 Multiple RL methods exist in this case for the purpose 

of training these agents, whereas the following RL methods 

were implemented in order to attain the aim of leading it to 

an AI game where the agents or NPCs operate intelligently. 

Furthermore, the training of the neural network was 

implemented parallel to enhance the training process.  

The following methods were utilized for the agents: 

1. Proximal Policy Optimization (PPO)  

2. Random network distillation  

3. Behavior Cloning (BC) 

4. Curiosity-driven exploration by self-supervised 

prediction  

5. Generative Adversarial Imitation Learning (GAIL) 

 

C. Collecting training data 

 Statistics were collected from the feature of ray-cast, 

which is a component in Unity that detects objects from a 

distance when it is implemented on an object. It retains 

information of an object through an invisible laser, which is 

visible in the editor mode of Unity Engine.  

D. Agent’s Behavior Parameters 

 In this game, the NPCs or agents were assigned with 

various ray-casts lasers for detecting various objects; 

 Agent or NPCs, for observation space, have been 

assigned with 11 ray-casts forward and 3 ray-casts backward 

in order to collect data for the training model in order to take 

intelligent decisions through reinforcement learning. 

 

IV. RESULT & DISCUSSION 

 In this section of the proposed paper, the research 

objectives have been discussed. Clear themes have been 

identified to assist in discussing the research goals 

effectively in order to attain the main aim of the proposed 

paper.  

 

A. To study Unity and AI for the development of innovative 

AI hypercasual games.  

Unity 3D offers several features, which has not been 

discussed yet. Unity supports asset tracking, scripting, 

processing and physics which eases the development time 

for developers for their projects. According to a paper [6], 

Unity engine supports 27 diverse platforms and devices in 

an environment that is an user-friendly development. 

 Regarding to AI in the game industry, it is a broad 

topic. AI comprises of machine learning and decision 

making abilities specifically for the behavior of agents in the 

game. It is a significant aspect in contemporary game 

development. Developing an AI game can have an 

immersive impact on game play [7].  

 The first AI game, called the “Spacewar!”, was 

developed at MIT in the early 1960s [7]. It was a 

multiplayer space combat genre game that had AI-controlled 

opponents. Nevertheless, AI games evolved over the years 

since then for the purpose of enhancing the gaming 

experience. During those days, PCs did not exist as large 

mainframes or computers were mostly found in institutions.  

 In recent times, large gaming organizations have started 

to implement AI into their games such as Red Dead 

Redemption 2, which is a popular game. But, it must be 

taken into notice that such games are mostly high level and 

requires specific consoles or upgraded PCs.  

 In this case, hypercasual games, such as Candy Crush 

game or Subway Surfers, are known for their simple 

features and mechanics, convenient gameplay and minimum 

design, enabling to be accessible to a broad audience of 

gaming genre.  

 To convey AI games to a broad audience of such genre, 

hypercasual games are mostly played by people. By 

introducing AI to the platform of such games, it can uplift 

the gaming industry to a greater extent.  

 

B. To examine the best optimal Reinforcement Learning 

methods for the agents.  

According to a paper, there are various training tools 

for the evaluation of reinforcement learning algorithms [8].  

There is a reinforcement learning algorithm known as the 

NEAT or NeuroEvolution of Augmenting Topologies. 

NEAT has various applications in several domains, 

including game development. However, the shortcoming of 

NEAT, which is compared to the reinforcement learning 

methods implemented in this paper, is that it does not inherit 

a memory system. It focuses on evolving the structure and 

linkage of neural networks instead of having a mechanism 

for remembering information over period.  

 However in this paper as mentioned above, the 

following reinforcement learning methods have been 

utilized for the training agents in the game environment: 

 

a. Proximal Policy Optimization (PPO) 
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The default core method is the Proximal Policy 

Optimization (PPO) reinforcement algorithm, which was 

first presented by [9]. By limiting policy updates to a limited 

range of [1 − 𝜀, 1 + 𝜀], PPO is renowned for its stable and 

user-friendly architecture. This prevents huge policy 

changes from gradient ascent, which can be damaging. 

Deviations of rt (θ) from 1 in policy changes are penalized 

by the objective function. 

Mathematically, the function of PPO is represented by; 

LCLIP (𝜃) = Êt [(𝑟𝑡 (𝜃)Ât, , 𝑐𝑙𝑖𝑝(rt (𝜃), 1 −ɛ, 1+ ɛ) Ât] 

 ε is a hyperparameter, (usually 0.1 or 0.2). 

 Êt is the expectation over timesteps. 

 rt is the probability ratio of new and old 

policies. 

 Ât is the estimated advantage at time t. 

 θ is the policy parameter. 

 

The Proximal Policy Optimization (PPO) reinforcement 

algorithm is a stable and user-friendly method that is ideal 

for training agents in game environments since it makes use 

of the clipped objective function. 

 
b. Generative Adversarial Imitation Learning (GAIL) 

Among model-free imitation algorithms, Generative 

Adversarial Imitation Learning (GAIL) is unique in that it 

performs better than previous model-free techniques, 

particularly in complex contexts [10]. This approach 

depends more on learning from the environment and 

requires more contact with it than model-based approaches 

because it is model-free. The method is ad hoc action 

exploration to find out which activities lead to a policy shift 

in favor of the expert's policy. 

With GAIL, agents can learn behavior without explicitly 

knowing the reinforcement signal by watching the expert's 

activities. The expert records and saves its actions in a 

demonstration file with associated states and actions. With 

this framework, behavior may be directly extracted from the 

given example. 

 
Figure 3: Generative Adversarial Imitation Learning 

 
c. Curiosity-driven exploration by self-supervised 

prediction 

According to [11], the reports have observed that in 

real-world settings, rewards are frequently insufficient or 

nonexistent. In such situations, agents might be encouraged 

to explore their surroundings and learn new abilities that are 

necessary to accomplish their goals by using their curiosity 

as a motivator. Here, the agent's curiosity is defined as its 

ability to predict the results of its actions. 

According to [11], the reports have explained that curiosity-

driven exploration encourages agents to explore more 

effectively, lowering the requirement for significant contact 

with the environment to accomplish objectives. This method 

also allows the agent to forecast how its actions will turn out 

in scenarios that haven't been witnessed before. One notable 

benefit of curiosity-driven exploration is its capacity to 

motivate agents to discover new places in games. 

 

d. Behavior Cloning (BC) 

The need to accurately mimic human behavior in 

intelligent entities is addressed by behavior cloning, a 

concept Hussein [12] introduced. This method allows 

behavior-cloned agents to mimic human behavior in similar 

circumstances. Autonomous vehicles, helper robots, and 

computer-human communication are just a few of the 

domains in which it finds use. As a basic aspect of behavior 

cloning, imitation learning depends on insights from the 

environment and the agent's actions. 

Imitation learning has intrinsic limitations, despite its 

usefulness. It is contingent upon the availability of expert 

demonstrations of a high caliber, and the agent's competence 

is limited to what people can demonstrate. Cloning behavior 

is very useful for agents that need to closely mimic the 

examples given. One disadvantage of such agents is that 

they are not able to improvise when choosing what to do. 

Behavior cloning is a useful method for giving agents 

human-like behavior, and it has applications in many 

different fields. Although it works well for faithful 

imitation, it has limitations in terms of the caliber of expert 

demonstrations and the incapacity of agents to perform at 

levels higher than those of humans. 

 
e. Random network distillation (RND) 

Burda [13] introduced Random Network Distillation, 

which modifies the reinforcement learning techniques by 

adding an exploration incentive. The bonus is ascertained by 

calculating the prediction error of a neural network (NN) 

feature acquired from observations using a fixed, randomly 

initialized NN. This strategy serves as a directed exploration 

tool with the primary goal of addressing the problem of 

scant rewards. Essentially, the agent is rewarded for 

discovering new things when interacting with the 
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environment or for venturing into locations that haven't been 

explored before. 

Setting itself apart from a lot of curiosity-based 

approaches, the RND methodology shows persistence in the 

face of obstacles like becoming stuck when subjected to 

random noise, like static on a TV screen. The method's 

dependence on an exploration bonus instead of absolute 

prediction error accounts for this robustness. As a result, 

RND shows great promise as an algorithm, especially for 

agents whose job it is to navigate complicated environments 

where the observation data obtained is highly noisy. 

In reinforcement learning, Random Network 

Distillation presents a fresh viewpoint on exploration and 

efficiently handles situations with plenty of noise and scant 

rewards. Because of its unique methodology, it is positioned 

as a viable algorithm for agents exploring complex and 

noisy scenarios. 

With the training of each algorithm, PPO gave a 

positive response with higher accuracy in terms of 

reinforcement learning, where the agents strategically 

operated throughout the game. Other algorithms gave a 

response, while PPO turned out to have higher accuracy of 

95% as compared to the other RL algorithms, which were 

less in terms of their accuracy and response by the agents in 

the environment. 

 
Figure 4: Training Behaviour of PPO algorithm in the Soccer Game using 

Anaconda Prompt integrated with the Unity Engine’s file project 

 
Figure 5: Cumulative-reward-value graph using the PPO algorithm 

 

C. To examine the integration of AI with Unity 

Unity cross-platform has the feature of supporting 

integration with other applications. Although, it has the 

library of AI that supports the Navigation Mesh, as 

discussed in the above section, which is for agents to move 

intelligently in the environment by avoiding obstacles. 

Unity contains the API that allows the integration of Python 

with the agents in the environment by assigning them the 

algorithm depending upon the purpose.  

The Unity Machine Learning API package in Unity 

enables the developers to integrate Python with Unity Editor 

in order to train the behaviors of agents (See Figure Below) 

[14]. The API package contains of the following three 

components. The components are agent, python API and 

trainer. The agent is the character model in the game to 

which the model has been assigned. It communicates the 

training model through the Python API via a communicator 

in Unity. Hence, the agent utilizes the communicator in 

order to connect with the trainers through the Python API.  

 
Figure 6: API Framework Model 

V. CONCLUSION 

To conclude, the paper seeks to enhance the gaming 

experience for users by using hypercasual game platforms 

with intelligent NPCs or agents. With the discussed 

methodology and discussion, the algorithm utilized for the 

game is PPO due to its stability and policy improvement. 

Furthermore, it can be observed that introducing AI to 

hypercasual games will not only uplift the game industry but 

encourage other independent developers to enter the domain 

of game development due to its modern perks of introducing 

AI with optimal reinforcement algorithms. Three objectives 

were formulated to attain these goals such as to study Unity 

and AI for the development of innovative AI hypercasual 

games, to examine the best optimal Reinforcement Learning 

methods for the agents, and to outline the integration of AI 

with Unity. Associated with these objectives, three 

questions were also formulated for the same purpose of 

attaining these goals what are the benefits of AI games? To 

what extent AI games can shape the gaming industry? 
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Which Reinforcement Learning methods are optimal for the 

game agents to operate intelligently in the game? 

 Hence, AI games are the future of the gaming industry 

and it has been rising since the 1960s with the development 

of the “SpaceWars!” game to contemporary games like Red 

Dead Redemption 2. It will start appearing as a common 

feature in every game in the future. 
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Abstract— Testing seeds germination is a big challenge to the 

seed companies because till now we are only able to germinate 

seeds or test seeds germination by using a manual method of 

seed germinator machine which takes approximately one week 

for 50% of seeds germination. So, a lot of time and seeds are 

wasted because of this manual testing of seeds dormancy and 

germination so here is the germination testing technology based 

on Artificial Intelligence, Deep learning and RGB data. Using 

this technology, we can find the germination so seeds within 

seconds using seeds embryo images.  

Our recommended machine learning-based methods can 

improve and is used to boast up the seed germination method to 

check whether a seed can be germinated or not. Different CNN 

architecture with regional proposal has been trained by using 

the method of Transfer Learning which automatically review 

the seeds present in the petri dish and to predict the germination 

status of different seeds so that the seeds will germinates or not.  

Keywords: FSC&RD: Federal Seeds Certification & 
Registration Department, AUC-ROC: Area Under ROC 
Curve, LSTM” Long Short-Term Memory. 

I. INTRODUCATION  
Germination defined as “the creation and then the 

development of specific biological structures and shape, 
having ability to grow into a normal plant under specific and 
favorable conditions”. The importance of seeds began with the 
dawn of agriculture, about 12000 years ago.  The word 
Germination is a main seeds quality characteristics having 
direct impact on product yield and quality. The interest in        
seeds started with the very start of agriculture field. 
Germination is a complicated process begins with watering 
and ended with emergence of one part of embryo. Seeds must 
be assimilated to active its metabolism and germinate under 
its applicable environmental condition [1]. Seed germination 
is an important mechanism by which the seed breasts and 
starts to grow into a new structure and plant. It is an important 
process for plant easy growth and reproduction, it plays an 
important role while maintaining balance of the ecosystem. 

Seed germination is the primary method of propagating 
plants. It enables the growth of new plants from the seeds of 
the parent plant. Germination is essential in agriculture for 
producing crops. Farmers depend on seed germination to grow 
food and feed populations. Seed germination is also crucial for 
ecological restoration. It allows the regeneration of plant 

populations in areas that have been damaged by natural or 
human-made disasters. The germination of seeds contributes 
to the diversity of plant species, which is essential for 
maintaining the balance of the ecosystem. Germinating seeds 
improve soil health by producing roots that hold the soil 
together, preventing erosion and nutrient depletion. 

Changes occur in seeds shape when a seeds became non-
germinating due to temperature change and moisture are 
abnormal growth of embryo mobilization of endosperm 
storage and weakness of tissues [2]. To remove or reduce the 
manual steps in seeds testing very modern image analysis 
technology is used to detect seeds. Seed Vigor Imaging 
System Processes Red Green Blue pixels values of an image 
to measure the length of seeds [3]. In contrast and in Deep 
Learning techniques, specially CNNs is the best technique for 
image processing [4]. CNNs automatically derive the relevant 
properties from crude images and applied it to enormous 
number of image classification problems. CNNs are already 
applied to check and calculate germination rate of rice seeds 
[5]. Data enhancement is one of the techniques used for the 
upgradation of our training data by the method of rotating of 
data or flipping of the given data or resizing of the given data 
or the trained pictures. Method like this is mostly useable 
overcome and to avoid the overfitting which is good in the 
promotion and performance of classifier [6]. Different 
Evaluation metrics were used to check the accuracy and 
results of data models which are already trained. The mostly 
useable metric for evaluating the efficiency of computational 
object detection techniques will be Mean Average Precision. 
This technique will be useful for comparison of different 
computational object detection techniques instead of their 
algorithm [7]. Artificial intelligence can be used to check and 
predict seed germination by checking various data points that 
effects seed germination, i:e its temperature, humidity, soil 
type, seed quality, and age. Different algorithms of Artificial 
Intelligence can check large amounts of data to identify 
pictures, pattern and different trends that affect seed 
germination. This analysis can be used to develop such models 
which can predicate the forecast likelihood of seed 
germination based on various environmental factors. AI can 
also be used to analyze seed quality, such as seed viability and 
vigor, to predict germination rates. This analysis can help 
ensure that high-quality seeds are used for planting, which can 
improve germination rates and crop yields. AI can be used to 
optimize the environmental conditions for seed germination, 
such as adjusting temperature and humidity levels, to 
maximize germination rates and crop yields and can also 
predicate the length of seeds. AI can be used to monitor and 
predict the effects of environmental stressors on seed 
germination, such as drought or extreme temperatures. This 
analysis can help farmers and agricultural researchers develop 
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strategies to mitigate the effects of these stressors and improve 
seed germination rates. The purpose of the study is decrease 
time consumption and to developed improved germination 
predication. 

II. LITERATURE REVIEW 
 

Agriculture and crops are said to be the backbone of a 
country which play an important role in development of a 
country. Seeds germinations play a main role in crops 
increasing and its quality. According to Baskin CC and Baskin 
JM [8] knowing about how to increase the germination and its 
methods should provide the success of germination is the main 
and important category with very amazing consequences in 
the development of economy and research areas.  

Nikolaeva et al. [9] explained the classification of first 
dormancy methods containing only two types of dormancies: 
endogenous and exogenous. In the first one for less 
germination the seed embryo is responsible, on the other hand 
some seed structures and chemicals are responsible for seed 
dormancy. According to author [10] by the achievement in 
Computer Vision Technology, Artificial Intelligence 
Technology and Computation Power Technology. Several 
tries are done in past years to consolidate seeds and quality 
determination by making it automated, harmless, predication 
of per seed operation rather than per mathematical values for 
checking seed quality characteristics like seed health and 
safety checking the physical and genetic purity and 
verification of seeds and chemical composition and its 
germination. For detection of seeds, we choice faster R-CNN 
because according to Ren S, and Girshick R [11] faster R-
CNN having larger accuracy and not need of any real-time 
predication. Day by day the population of the world increase 
as in 2008 it was 6.7 million and it will reach to population of 
8.0 million in 2025. We need large amount of agriculture to 
tackle the increase in population. There are four major global 
crops of agriculture which are Wheat, Rice, Maize, and 
Soyabean. These crops are responsible to provide 43% of 
dietary energy to global directly. 

For seeds germination we have to use seeds germination 
trays which are kept in open environment. For seeds 
germination sunlight and water is the necessary object which 
kept the embryo soft and it is easy to be germinated. An 
important ecological and agronomic characteristic that 
determines when plants enter environments is the extent of 
seed germination. [12]. As a result, it is tightly controlled 
while both internal and external stimuli that establish the 
condition of dormancy and the likelihood of germination 
(measured as the ultimate % of germination). 

III. RESEARCH METHODOLOGY 
 

      The methodology that we will follow is Computer Vision 
Annotation Tool (CVAT) for annotating objects. We use 
open-source libraries of python to implement AI algorithm 
and Faster R-CNN for the detection of multiple seeds inside 
in an image. we using flatbed scanner (SVIS) which stands for 
Seed Vigor Imaging System examines Red Green and Blue 
(RGB) pixels of scanned images to measure the size of 
different seeds and also using mean Average Precision (mAP) 

metric for analyzing the efficiency of Computational Object 
Detection techniques. 

Image collection 
Figure 1 shows dataset model is used for generation of data 
while tested seeds were placed in the petri dish to capture vide 
range of different germination images. Inside petri dish a 
black cloth is placed below the seeds for high contrast to avoid 
background issues. The black cloth was watered to ensure 
germination and the petri dish was covered to avoid 
evaporation. All the images were taken in room temperature 
and the images were taken after every two hours to check the 
status of germinated seeds.  

Figure 1: Dataset Generation Model 

Data Processing and Object Detection  

Open free software CVAT is used for drawing boundaries 
around each seed and check the status of germination of each 
one. One is classified as germinated and other is classified as 
non-germinated. For this we used more than 500 seeds to train 
it as a germinated and nongerminated classification. 

  For object detection we used Faster R-CNN to detect 
multiple seeds in a petri dish. Faster R-CNN have two types 
of neural networks, Regional Proposal Network and 
Convolutional Neural Network. RPN is used for Region of 
Interest where to find the location of seed in an image and 
CNN is used to distinguished between germinated seed & 
non-germinated seeds in an image of petri dish. Faster R-CNN 
is multiple stage algorithm which takes more time but is more 
accurate than single stage algorithm like YOLO and SSD 
that’s why we choose Faster R-CNN for our work. For 
reduction of time, we used Transfer Learning which can 
reduce the computational cost and hence less time consumed 
to detect the object and to get the results. 

Model Training 
 Below Figure 1 shows the dataset model in which firstly  the 
data were spilt into 80% of trained data, 10% of validated data 
and 10% of tested data accordingly. To reduce the risk of 
overfitting we used stratification of data because between 4 to 
32 hours the germination status of the seeds might not be 
changed. We also used data24 augmentation by rotating, 
flipping and resizing the trained data to reduce the overfitting. 
We have to trained four types of neural networks and for 
optimization of hyperparameter we used internal random 
search. The validation of data was used to select the model 
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with the best performing hyperparameter pairs. Finally, the 
best performing models for each of the four networks and for 
each species were applied, and their performance and 
generalisation potential were estimated using the never-
before-used testing data. Tensorflow's Object Detection API 
and Python 3.6 were both used to implement each model. 
     In deep learning, an evaluation metric is a measure used 
to assess the performance of a machine learning model. It 
quantifies how well the model is performing on a given task, 
such as classification, regression, or other types of machine 
learning problems. Evaluation metrics are essential for 
comparing different models, fine-tuning hyperparameters, 
and understanding the model's strengths and weaknesses. The 
choice of evaluation metric depends on the specific task at 
hand. Choosing an appropriate evaluation metric is crucial, as 
it can affect the model development process and the 
understanding of the model's performance on the target task. 
For instance, in a binary classification problem with 
imbalanced classes, accuracy might not be the best metric, 
and one might focus more on precision, recall, or AUC-ROC 
to assess the model's performance effectively. 
      Mean Average Precision (mAP) is a regularly used metric 
for comparing computational object identification methods, 
and it may be used to evaluate various computational object 
detection methods without interacting with the underlying 
algorithms. When the overlap between the bounding boxes of 
the prediction and the ground truth reaches a predetermined 
threshold value, the overlap is assessed using the interaction 
over union approach and is judged true. 

 
Figure 2: Intersection Over Union 

Figure 2 shows intersection over union phoneoma which 
will be equated as  

                     IOU (GT, PD) = |"#	∩&'|
|"#	∪	&'|

 = )*+,	-.	/0+	-1+*2,3	
)*+,	-.	/0+	456-5

  (1) 

Where GT is the ground-truth’s bounding box and PD is 
prediction’s bounding box. Now we can measure the final 
germination percentage which show that at the end of the 
experiment how many percent of seeds can be germinated. 
The equation is following. 

g = 7!
7"

  * 100   (2) 
 

where Ng is quantity of germinated seeds while Nt is quantity 
of total seeds which can be used at the start of the experiment. 
We can also calculate median germination time by using the 
formula which can calculate the time in which half of the 
seeds can be germinated i:e 50%. In this work Coolbear is 
used to calculate median germination time that is: 

t50 = Ti + 
8#$%& 	9	7':	(#(9	#')

7(9	7'
   (3) 

Here N is the quantity of germinated seeds, Ni & Nj is total 
quantity of adjacent germinated seeds by the time Ti and Tj. 
Now we have to find germination uncertainty which estimate 
the synchronization of germination across all time points 
measured. Following is the formula to find out the 
germination uncertainty. 

U = ∑ 𝑓6	9=
6>? 𝑙𝑜𝑔@	𝑓6	      (4) 

Where 𝑓6	is the relevant germination’s frequency, 𝑖 is the time 
interval & k is the total time interval and if the value of U is 
equal to zero, it means the germination is synchronized 
perfectly in each and every time interval having no 
uncertainty. In this work for performance of deep learning 
model we performed two experiments. The aim of first 
experiment to check the prediction of germination and 
detection abilities of different model of deep learning and 
therefore we used mAP as a performance metric based on 
whole test set. The second part of the experiment is 
germination curves in the test set for ground truth and manual 
checking of different time intervals which can compare 
various germination indices.  

IV. RESULTS AND DISCUSSIONS 
    In germination detection and predication part we used 
Faster Region based Convolutional Neural Network for four 
pre-trained architectures of Convolutional Neural Networks. 
On the validation set I selected the best performing 
architecture.  
    Here are some following tables which are of validation and 
test sets and also having some additional statistics of dataset. 
The tables contained result model evaluation of our designed 
model and having summary of indices of germination level 
from our trained dataset. Testing seeds germination is a big 
challenge to the seed companies because till now we are only 
able to germinate seeds or test seeds germination by using a 
seed germinator machine which takes approximately one 
week for 50% of seeds germination. Testing of seed 
germination is an important task for seed scientists to 
measure seed’s quality and performance. Moreover, regular 
electricity is also required for seed germinator machine which 
is also a big issue in our country. So, a lot of time and seeds 
are wasted because of this manual testing of seeds dormancy 
and germination so here is the germination testing technology 
based on Artificial Intelligence, Deep learning and RGB data. 
Using this technology, we can find the germination so seeds 
within seconds using seeds embryo images.  
    This work will contribute towards Artificial Intelligence 
for testing of seeds germination and its dormancy. Currently 
the seeds companies and government use the seeds 
germinator machine which costs a lot and waste much time. 
We are planning to make a model using Artificial Intelligence 
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which can give us the seeds germination percentage using 
seeds embryo images.  

TABLE I.  CONFUSION MATRIC 

 
 

 
Non-

germinated 
Germinated  background 

Non-
germinated 

67.3 0.4 0 

Germinated 3.7 27.8 0 
Background  0.2 0.7 - 

 

Green: Seeds germination state is correctly classified. 

Yellow:  Germination state misclassified. 

Orange: Consider/misclassified background as a seed. 

Red: Incorrect seeds detection as background detected less 
seeds present in petri dish. 

 
TABLE II       DATASET MODELS 

 

ResNet50 ResNet101 Inception V2 
Inception 

ResNet-V2 

Value  Test 

data 

Value  Test 

data 

Value  Test 

data 

Value  Test 

data 

96.21 96.29 96.54 96.69 95.81 95.62 97.48 97.90 

 
      In the above table the result in percentage is indicated by 
value while the test set is indicated by test. The value is 
approximately nearer to the test value which shows the 
predication and accuracy of the model. The major goal of this 
project is to evaluate and automate seed germination in order 
to save government departments' time and reduce the use of 
manual processes. For the initial training dataset, this 
experiment still requires some manual procedures for 
annotation generation. Since germination is a function of 
time, other machine learning techniques, like convolutional 
LSTM (Long Short-Term Memory) networks or long-term 
recurrent convolutional networks, may be able to use the time 
the image was taken to produce better models and a higher 
mAP. Similar research topics, such the detection of seedling 
development, have shown to have high prediction accuracy. 
In our research, all seed kinds were exclusively examined in 
petri plates with uniform backdrops. It could be more difficult 
and involve more testing to determine the germination 
condition for various greenhouse media. Furthermore, a 
bounding box only approximates an object's true location, 
which is particularly unsuitable for seeds with a round form. 
Modern feature extraction techniques, such as Mask RCNN, 
which use pixel-accurate locations rather than bounding 
boxes, could improve precision while decreasing the cost of 
annotation. Last but not least, smaller items tend to reduce the 
accuracy of Faster R-CNN models. This problem could be 
resolved by filming the germination process with higher 
resolution cameras along with more advanced feature 
extraction techniques.The availability of GPUs is essential 
for modern deep learning algorithms. Typically, our 

suggested approach can be retrained using transfer learning 
on different seed types on a workstation with one or more 
GPUs. Modern single-board systems, like the NVIDIA Jetson 
Nano (which is comparable to a Raspberry Pi and has an 
integrated GPU), will make it possible to identify and rate 
germinated seeds right away without sending data to a robust 
computing server. This is particularly helpful when scientists 
only intend to utilise pretrained models, and it can make it 
simple to set up a high-throughput workflow in greenhouses. 
Cloud services like Google Colab and Amazon Web Services 
are another option to physical machines. This has the benefit 
of making capacity scaling up simple in the event of a 
requirement. Our tests used a Raspberry Pi computer and a 
cheap RGB camera module as the picture acquisition system. 
To explore the photoperiodism of various seeds, photos could 
potentially be taken using more advanced camera systems, 
such as hyperspectral or NoIR camera. 

V. CONCLUSION AND FUTURE WORK 
Modern convolutional neural network architectures were 
used in our suggested strategy to recognise individual seeds 
with high precision and distinguish between seeds that had 
germinated and seeds that hadn't. The models successfully 
complete the Zea mays hold-out test set with a mAP of over  
97%. Furthermore, compared to manual evaluations, the 
predictions of our algorithm can be used to generate single-
value germination indices more precisely. In comparison to 
traditional and manual methods, our model can assist in 
accelerating the seed annotation process with reduced error 
rates and a higher performance for bigger germination 
studies. Transfer learning is used to retrain the previously 
pretrained models so that our method may be modified to 
work with different seed kinds, petri dish material, or 
illumination conditions. 
       Currently the model is working for only Zea Mays and in 
future we are trying to develop a model which will works for 
all seeds and will be good for society. By finding exact good 
conditions for seeds testing like a seeds germinator which we 
install camera and take images and decide whether the seed 
is germinated or not. 

REFERENCES 
[1] J. Bewley, K. Bradford, H. Hilhorst and H. Nonogaki, "Seeds 

Physiology of Development, Germination and Dormancy," Seed 
Science Research, vol. 23, p. 289, 2013.  

[2] R.Finkelstein, W.Reeves, T.Ariizumi and C.Stebe, "Molecular aspects 
of seed dormancy," Annual Review of Plant Biology, vol. 59, pp. 387-
415, 2008.  

[3] T. King, M. Cole, J. M. Farber, G. Eisenbrand and e. al, "Food safety 
for food security: Relationship between global megatrends and 
developments in food safety.," Trends in food science & technology, 
vol. 168, pp. 160-175, 2017.  

[4] Y.LeCun, Y.Yann and Y.Bengio, "Convolutional networks for images, 
speech, and time series," The Handbook Brain Theory Neural Network, 
1995.  

[5] T. T. Nguyen, V. -N. Hoang, T. -L. Le, T. -H. Tran and H. Vu, "A 
vision based method for automatic evaluation of germination rate of 
rice seeds," in 1st international conference on multimedia analysis and 
pattern recognition (MAPR), 2018. 

[6] C.Shorten and T.M.Khoshgoftaar, "A survey on image data 
augmentation for deep learning," J Big Data, vol. 6, 2019.  

112
© International Conference on Innovations in Computing Technologies and Information 

Sciences (ICTIS-2024). All rights reserved.



[7] M. T.Lin, S.Belongie, P. J.Hays, D. Ramanan and C. Zitnick, 
"Microsoft COCO: common objects in context," pringer International 
Publishing,, vol. 8693, 2014.  

[8] C. Fu, S. Xing, D. Z. D. Zhao, Y. Wei, L. Zhao and X. Yu, "A Study 
on the Aseptic Germination Method for Rosa rugose Seeds," 
Agricultural Sciences, vol. 8, pp. 150-162, 2017.  

[9] M. G. Nikolaeva, "Factors controlling the seed dormancy pattern," 
Physiology and Biochemistry of Seed Dormancy and Germination, vol. 
1977, pp. 51-74, 2013.  

[10] B. Boelt, S. Shrestha, Z. Salimi, J. R. Jorgensen, M. Nicolaisen and J. 
M. Carstensen, "Multispectral imaging – a new tool in seed quality 
assessment," Seed Science Research, vol. 28, pp. 222-228, 2018.  

[11] S. Ren, K. He, R. Girshick and J. Sun, "Faster r-cnn: towards real-time 
object detection with region proposal networks," EEE Trans Pattern 
Anal Machine Intell, vol. 39, pp. 1137-1149, 2016. 

[12] M. J. Holdsworth, L. Bentsink and W. J. J. Soppe, "Molecular networks 
regulating Arabidopsis seed maturation, after-ripening," dormancy and 
germination, 2008.  
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

113
© International Conference on Innovations in Computing Technologies and Information 

Sciences (ICTIS-2024). All rights reserved.



2024 International Conference on Innovations in Computing Technologies and Information Sciences (ICTIS) 

 

 ICTIS 2024  

Drinking Water Monitoring: Computer Vision Kit 

for Early E.coli Detection 

Abstract—This work presents an easy-to-use and accurate 

method to find up to 1 coliform unit (CFU) of a pathogenic 

bacterium i.e., Escherichia coli (E. coli) in 100ml of drinking 

water in 6-8 Hours of the incubation period. A larger number of 

CFUs is easy to detect and incubation time is reduced to 5-7 

Hours for the testing samples containing more than 20 CFUs. 

Normally in laboratories up to 1 ml of a water sample is spread 

on an endo agar medium and incubated for about 24 Hours, and 

the E. coli coliform in metallic green color becomes visible 

through the naked eye. Which has a limitation of finding 1 CFU 

in just 1 ml of water and a limitation of a large amount of time.  

In the proposed work Membrane filtration method is used for 

experiments and a microscopic camera with deep learning 

algorithms i.e., yolov5 and yolov8 is used for the early detection 

and counting of E. coli colonies. This system is generalized on 

the field data of 8k images taken from different cities' water 

samples in Pakistan. Yolov5s model achieved a mean average 

precession (mAP@0.5) of .949, while the latest release version 

yolov8 achieved mAP@0.5 of 0.950. An automatic imagery 

system is developed that takes the images just by placing a petri 

dish in it processes those images through Raspberry Pi, and 

shows the detected colonies on the screen, while remote users 

can use a low-cost microscopic camera manually with a 

developed mobile application.  

 

Keywords: Water Quality; Escherichia coli; Computer Vision. 

I. INTRODUCTION 

Water contamination is a global health issue. According to 

the World Health Organization (WHO), at least 1.7 billion 

people worldwide rely on contaminated drinking water. 

Microbial-contaminated water serves as a transmission 

source for various pathogens, including bacteria and harmful 

chemicals, and poses the greatest risk to drinking water 

safety. It can transmit diseases such as diarrhea, cholera, 

dysentery, typhoid, polio, and a range of digestive, 

respiratory, and neurological issues. It is estimated to cause 

approximately 505,000 diarrheal deaths each year [1]. 

Therefore, safe drinking water is essential for protecting 

public health and reducing the risk of waterborne diseases. 

To ensure its safety, drinking water must be free from 

harmful levels of pathogens and contaminants. E. coli is a 

type of bacteria that is commonly found in the environment, 

including in soil, water, and the intestinal tracts of animals 

and humans. Some strains of E. coli can cause illness in 

humans, particularly when they are present in drinking water. 

E. coli can enter drinking water sources through the feces of 

infected animals or humans [2]. Escherichia coli (E. Coli) 

pathologies are classified based on the ailments it causes. 

Each pathotype results in a unique set of illness symptoms. E. 

coli O157:H7 is a strain of E. coli that produces a toxic 

substance called Vero toxin or Shiga toxin, which can 

damage the lining of the small intestine and cause severe 

diarrhea [3]. In light of illness causes, it is crucial to quickly 

and accurately identify E. coli bacteria to stop epidemics and 

lower the death rate. 

One common method for detecting E. coli bacteria is the use 

of agar media, which is a solid growth medium that contains 

nutrients and other components that are necessary for the 

growth and metabolism of microorganisms [4]. This method 

is limited by time, energy, human error, and testing of very 

small water samples. However, this method can be used for 

the creation, isolation, identification, counting, and 

sensitivity testing of microorganisms, as well as the testing of 

clinical specimens, food, water, and environmental controls. 

Deep learning approaches like convolution Neural Networks 

(CNN) can learn complex patterns in the data and play 

important roles in measuring the concentration of 

cyanobacteria in water detecting water impurities [5], etc. In 

[6]CNN is used with microscopic images for the 

classification of E. coli and Vibrio cholera (V. cholera) in 

water waste which usually contains a large number of 

bacteria and the dataset is collected in the laboratory with a 

high-resolution microscope from the wastewater samples. In 

[7] a faster-RCNN algorithm is used for the detection of E. 

coli bacteria on an endo agar medium using a simple camera 

in 6-10H, which is useful for the laboratory’s experimental 

purposes. This is limited by the testing very small testing 

water poured on the solid agar medium, and the culture color 

change to dark which shows the presence of E. coli, but it 

doesn’t measure the concentration or number of E. coli CFUs 

present in the testing water sample. 

The proposed system uses the membrane filtration method in 

which 100ml of a water sample is passed from the Millipore 

membrane filter using a simple filtration assembly and then 

placed the membrane filter is on an absorbent pad containing 

methylene lauryl sulfate broth (MLSB) and kept in the 

incubator. This method aims to find out 1 CFU in 100ml of 

drinking water. Data is collected both manually and by using 

an automatic imagery system, from the samples taken from 

various cities in Pakistan to make a well-generalized dataset 

of about 33k images. A low-cost microscopic camera is used 

on which a specific pattern is defined for capturing images 

manually. Following this pattern while taking images helps 

in finding colonies that grow anywhere in the petri dish. This 

is helpful for the remote users using our developed system 

who have no access to our automatic kit. YOLO is a 

computationally efficient and accurate framework for object 

detection unlike two-stage detectors like RCNN, faster-
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RCNN does object detection in a single pass [8]. A state-of-

the-art computer vision model yolov8 is used for the 

detection and counting of colonies, which is generalized on 

our dataset. And finally, both the automatic offline and 

manual online systems are developed in which a trained 

model is deployed. The automatic kit contains a Raspberry Pi 

for image processing, a servo motor for moving the petri dish, 

and a microscopic camera installed for capturing images from 

the whole area of the petri dish automatically. 

II. LITERATURE REVIEW 

Numerous studies have been conducted in this field using 

various methodologies and datasets of images to train their 

models. The process for the rapid detection of e. coli along 

with a mobile application is automated and used in [9] by a 

convolutional neural network (CNN). The CNN model 

achieved a high accuracy of 96% and was able to predict each 

sample in just 458ms. The overall process takes 12 to 24 

hours and is limited by information on the number of CFUs 

present in the sample. In [10] a CNN was used to classify and 

count E. coli and Vibrio cholera (V. cholera) bacteria in 

wastewater from microscopic images. The CNN had an 

accuracy of 93.01% and 97.0% for classification and 

counting, with better performance for the RGB color model. 

Sensitivity analysis showed that adding Gaussian noise to the 

images decreased the accuracy of the CNN. A deep learning 

method (Faster RCNN) using the TensorFlow framework that 

is 99% accurate and is based on the color variations between 

images was able to reduce the detection time of E. coli 

bacteria to 6-10 hours [7]. This is limited by counting CFUs 

and testing a very small testing sample of pure E. coli in the 

laboratory because the color variation occurs with other 

bacteria presence as well. Further classification of bacterial 

growth in agar plates was carried out with Coherent 

microscopy and deep neural networks [10]. This system 

detection can detect up to 1 CFU per 1000ml (1CFU/L) in 9 

hours. This system is complex and the experimental setup is 

expensive, not portable, and more resources consumable. 

Two different media two different times before and after 

incubation, manual filtration process after 5 hours, keeping 

again another media, and then in the imagery system 

consumes one expert time while experimenting. 

R. Patil et al. (2020) detected viable bacterial cells in water 

samples within a period of 2 hours with LOD of 1-10 CFU/ml 

using a cell splitting method and developed a neural network-

based system that uses time-lapse microscope images with 

the microscope (Labomed Lx 300i) to detect and quantify 

viable bacterial cells in water samples [11]. A ResNet50 is 

used to detect E. coli in images of the optical microscope of 

water samples collected by lay community workers using a 

mobile app and field protocols [12]. While the field protocols 

and mobile app were successful and received positive 

feedback, the images generated by a low-cost microscope in 

field conditions were not of sufficient quality for AI 

detection. The preliminary AI algorithm performed with 94% 

accuracy in identifying E. coli in lab-derived images 

compared to a gold-standard method, and additional low-cost 

technologies are being explored to improve image quality. 

The Correlation parameters, with the help of artificial 

intelligence, can accurately detect E. coli in water samples in 

a short time[13]. Neural network-based method for 

identifying E. coli in groundwater samples utilizing physio-

chemical water quality factors. In [14] titration and 

spectroscopic techniques were used to examine the water 

samples for any physical, chemical, or microbial changes. An 

artificial neural network (ANN) was used to predict E. coli 

levels in groundwater based on water quality parameters. The 

best-performing model included Turbidity, pH, Total 

Dissolved Salts, and Electrical Conductivity as inputs and 

was optimized using a Bayesian Regularization training 

algorithm. The superposition-based learning algorithm 

(SLA) based on Grover's algorithm was effective in 

accurately predicting E. coli levels and could potentially 

automate real-time bacterial monitoring. L. Lechowicz et al. 

(2013) used Infrared spectra to classify 109 uropathogenic E. 

coli strains based on their susceptibility/resistance to 

cephalothin using ANN [15]. Bacteria strains were cultured 

on LB agar medium at 37℃ for 24 hours before IR spectra 

measurement. The best-designed ANN achieved an error rate 

of 5% and an accuracy of 83.43% in classifying the strains. 

Infrared spectroscopy and ANN can be used to classify 

bacteria based on their antibiotic susceptibility. V. 

Chandramouli et al. (2020) neural network model was 

developed to predict E. coli levels at six select Lake Michigan 

beaches using water quality observations and tributary 

discharge data as inputs [16]. An Excel sheet tool was 

developed based on the best model to facilitate real-time 

decision-making by beach managers. The model, developed 

using historical data and the Bayesian Regularization Neural 

Network training algorithm, had an average prediction 

accuracy of 87% in predicting E. coli classes. M. Stocker et 

al. (2022) Several machine learning models were evaluated 

for predicting E. coli concentrations in agricultural pond 

waters in Maryland over three years [17]. The random forest 

model provided the lowest root mean squared error in almost 

all cases and important predictors of E. coli included 

turbidity, dissolved organic matter content, specific 

conductance, chlorophyll concentration, and temperature, all 

the process requires 2 hours at 37℃. Model performance did 

not significantly differ when using 5, 8, or 12 predictors, 

indicating that additional measurements did not significantly 

improve the predictive accuracy of the evaluated algorithms. 

support vector machines, k-nearest neighbor, and stochastic 

gradient boosting models also performed well in predicting 

E. coli concentrations. An artificial intelligence-based system 

for quasi-real-time water quality monitoring, specifically 

focusing on detecting early chemical or bio-contamination 

[18]. The E. coli grow for 1 - 4 hours and the accuracy of the 

model depends on the time for which E. coli grow. The 

system used advanced pattern recognition algorithms such as 

Support Vector Machines (SVM) and ANN, as well as 

innovative sensing technology, to identify anomalies in the 

water quality parameters of free chlorine concentration, pH, 

alkalinity, and total organic carbon.  

In [19] rapid E. coli detection method using membrane lauryl 

sulfate broth (MLSB) employs an indirect impedance 

technique. MLSB medium is prepared, inoculated with water 
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samples or bacterial strains, and sealed in glass cells for 24-

hour incubation at 44°C, producing characteristic impedance 

patterns for detection. 

III. METHODOLOGY 

The methodology of the system can be explained in 4 steps 

i.e., choosing a method for water testing, data collection, 

model training, and deployment. 

A. Method For Water Testing 

Various kits are used to test drinking water in the field during 

different emergency cases. In [20], three kits are compared 

i.e., Delagua, Colilert, and Petrifilm based on the accuracy, 

experimental process, and cost. According to this paper, 

during an emergency, Colilert MPN should be considered 

first next to Petrifilm, and last the Delagua, because one can 

incubate the sample from the human body in the Coliert and 

petrifilm kits. On the other hand, based on the accuracy, the 

Delagua kit is the most accurate of the three, followed by 

Colilert and Petrifilm. Figure 1 shows the performance of the 

three methods on different numbers of CFUs. To make an 

accurate system a Delagua kit methodology is used for water 

testing in which the water sample is passed through a 

Millipore membrane filter shown in Figure 2 and placed on 

the absorbent pad containing media and then placed in the 

incubator for incubation. 

B. Setup For Data Preparation 

The deep learning model required a large amount of well-

generalized data to learn. Collecting a sufficient amount of 

data through a microscopic camera is hard, time-consuming, 

and less efficient. The main challenge is the microscopic 

camera can’t cover the whole area of the petri dish in a single 

image. It is possible to cover the whole area either by moving 

the microscopic camera or the petri dish. We have made two 

setups, automatic and manual for moving the petri dish 

because moving the camera leads to blur, loss of focus, and 

moving effects in the images. 

 

1) Automatic System for Capturing Images 

A simple automatic 2D motion system is designed to move 

the petri dish both horizontally and vertically shown in Figure 

3. It smoothly moves the Petri in front of the microscopic 

camera without losing the focus on the area. This design is 

implemented in the final developed prototype shown in 

Figure 6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2) Manual System for Capturing Images 

Some data is also collected manually using a 2-megapixel 

microscopic camera with 50-1000x optical zoom and 

1920x1080P resolution shown in Figure 4. The camera comes 

with a stand, and we paste a custom pattern on the base, 

following that pattern while taking images through the 

microscopic camera in a mobile application resulting in 

covering the whole area of the petri dish in 28 images. 

 

3) Water Samples For Data Collection 

The drinking water for testing and creating the dataset has 

been collected from universities, colleges, homes, and 

restaurants in the cities of Peshawar, Nowshera, and 

Charsadda. The images were taken at different time stamps  

starting from 6H to 10H of the incubation period, which 

makes our dataset more generalized. Our dataset contains 

about 8k images with 11k instances of E. coli. 

Area covered by 
the microscopic 
camera in a single 
image 

Figure 1: Graphical comparison of results from the three methods at low-

level (3rd) dilutions [20]. 

 

Figure 2: Filtration Assembly Setup, and Method of Using 

 

Figure 3: Automatic Moving Petri Dish System Implemented in the 

Automatic Kit 

Figure 4: Manual Setup for Data Collection 
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4) Dataset Labeling 

As MLSB media is specific to E. coli and after 24 Hours of 

incubation at 37°C, it results in yellow color for E. coli and 

pink for other types of bacteria. In the 6H to 10H, all the 

colonies look transparent or very light yellow or pink which 

is very difficult to identify at that time whether it is E. coli or 

other bacteria or some salt particles. To make this easy we 

kept the 24H data as a reference and annotated E. coli 

colonies accurately and precisely in the 6-10 hours of data.  

C. Model Training 

YOLO (You Look Only Once) is a deep learning model 

mostly used for real-time object detection problems in 

computer vision which has addressed the issues of the 

traditional object detection algorithm. A recent release of 

Yolo is version 8. YOLO network is mainly composed of 

three parts i.e., backbone, neck, and head which are 

responsible for feature extraction, feature aggregation, and 

generating detection respectively. For the detection of E. coli, 

we have trained yolov5s [21]and yolov8s [22] models. 

Yolo-v5 is the fifth iteration of YOLO, in which 

CSPDarknet53 is used in the backbone for feature extraction, 

Path Aggregation Network (PANet) [23] in the neck section 

for successful generalization on different scale objects, and 

head which contains detection layers to learn to detect objects 

of certain sizes. In general, small objects like in our case 

require higher resolution features and a large number of 

bounding boxes. YOLO-v5 automatically updates the anchor 

boxes for the dataset while training. For inferencing speed 

and accuracy tradeoff, yolo-v5 available is available in 

various sizes, namely YOLOV5n, YOLOV5s, YOLOv5m, 

etc. These networks are only different by the number of 

parameters, yolov5n has the lowest number of parameters and 

the highest inference speed followed by s and so on. Yolov5 

is trained on the COCO dataset and its various flavors 

performances are shown in the Figure. For the detection of E. 

coli, we did transfer learning and fine-tuning in yolov5s 

which has a good performance both in terms of accuracy and 

inferencing speed and achieved and mean average precision 

(mAP@50) of .949 shown in Figure 5. 

Yolov8 is the latest release of the YOLO family. YOLOv8 is 

designed to be fast, accurate, and easy to use, making it an 

excellent choice for a wide range of object detection and 

tracking, instance segmentation, image classification, and 

pose estimation tasks. YOLOv8 has an anchor-free 

architecture, with an improved backbone network. Yolov8 is 

also available in various sizes, namely YOLOv8n, 

YOLOv8s, YOLOv8m, etc. For our dataset, we did transfer 

learning and fine-tuning in YOLOv8s and achieved 

mAP@50 of .950. 

1) Mean Average Precision (mAP) 

It is a commonly used metric to evaluate the overall 

performance of object detection models. It takes both 

precision (1) and recall (2) across different confidence 

thresholds. Average precession (3) calculates a precision-

recall curve for a single class while mAP is the mean of the 

average precision calculated for all the classes. In the 

equations, Precision, Recall, and Average Precision are  

represented by P, R, and AP respectively. TP shows True 

Positive and FP shows False Positive. 

 𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (1) 

 𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (2) 

 𝐴𝑃 = ∫ 𝑝(𝑟)𝑑𝑟
1

0

 (3) 

 𝑚𝐴𝑃 =
1

𝑘
∑𝐴𝑃𝑖

𝑘

𝑖=1

 (4) 

 

D. Model Deployment 

The trained model is deployed in an automatic independent 

kit shown in Figure 6 on Raspberry Pi. This kit has a tray for 

keeping the petri dish and servo motors for moving the petri 

dish in front of a microscopic camera for taking images which 

are then processed by Raspberry Pi. Also, the model was 

deployed on a local server for the remote users using our 

developed portable mobile application kit shown in Figure 7.  

 

 

Figure 5: Comparison of YOLOv5s and YOLOv8s on current dataset 

 

Figure 6: Automatic Imagery System Used for Making Dataset 
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IV.  RESULTS AND DISCUSSION 

The final goal is to test our system on the minimum possible 

number of CFU field samples because samples having a large 

number of CFUs are easy to detect after a few hours of 

incubation. So far, we have tested our system for more than 

200 field experiments, in which we got 36 experiments 

having less than 20 CFUs and 27 experiments are correctly 

classified. In Figure 1, the blue line shows the number of 

CFUs detected by our system in 7H to 8H and the orange line 

shows the number of CFUs after 24H. Experiments having 

more than 20 CFUs are all correctly classified by our system 

in 7H to 8H. All these testing water samples were taken from 

different areas in which the system shows good performance. 

This gap between the lines could be reduced by adding more 

data to our system and following the SOPs while testing and 

capturing images.  

 

V. CONCLUSION 

In this paper, an easy-to-use, accurate, and portable kit is 

presented for the early detection of up to 1 CFU of E. coli 

bacteria in 100ml drinking water. This system not only 

reduces the detection time of E. coli bacteria but also reduces 

power consumption. An existing accurate methodology is 

used which makes our system accurate and easily integrable 

in the existing Delagua kit. Both the automatic and manual 

methods are proposed for local and remote users. The data is 

automatically stored on the server after processing through 

which the system performance improves with time. 

REFERENCES 

[1] “Drinking water.” Accessed: Feb. 14, 2024. [Online]. Available: 

https://www.who.int/news-room/fact-sheets/detail/drinking-water 

[2] N. S. K. Gunda, S. H. Gautam, and S. K. Mitra, “Editors’ Choice—
Artificial Intelligence Based Mobile Application for Water Quality 

Monitoring,” J Electrochem Soc, vol. 166, no. 9, pp. B3031–

B3035, 2019, doi: 10.1149/2.0081909jes. 
[3] P. I. Tarr, C. A. Gordon, and W. L. Chandler, “Shiga-toxin-

producing Escherichia coli and haemolytic uraemic syndrome,” 

The Lancet, vol. 365, no. 9464, pp. 1073–1086, Mar. 2005, doi: 
10.1016/S0140-6736(05)71144-2. 

[4] O. Clermont, S. Bonacorsi, and E. Bingen, “Rapid and simple 

determination of the Escherichia coli phylogenetic group,” Appl 
Environ Microbiol, vol. 66, no. 10, pp. 4555–4558, 2000, doi: 

10.1128/AEM.66.10.4555-4558.2000/ASSET/76C8CB9C-8C42-

4A85-B407-
7538CAADF53D/ASSETS/GRAPHIC/AM1000238002.JPEG. 

[5] A. Gupta and E. Ruebush, “AquaSight: Automatic Water Impurity 

Detection Utilizing Convolutional Neural Networks,” Jul. 2019, 
Accessed: Feb. 14, 2024. [Online]. Available: 

https://arxiv.org/abs/1907.07573v1 

[6] T. Irani, H. Amiri, S. Azadi, M. Bayat, and H. Deyhim, “Use of a 
convolution neural network for the classification of E. Coli and V. 

Cholara bacteria in wastewater,” Environmental Research and 

Technology, vol. 5, no. 1, pp. 101–110, Mar. 2022, doi: 
10.35208/ERT.969400. 

[7] H. Yanik, A. Hilmi Kaloğlu, and E. Değirmenci, “Detection of 

Escherichia Coli Bacteria in Water Using Deep Learning: A Faster 

Figure 7: Manual Portable Mobile Application Kit for Remote Users 

 

Figure 8: Performance of the Developed Systemin the field 

 

118
© International Conference on Innovations in Computing Technologies and Information 

Sciences (ICTIS-2024). All rights reserved.



R-CNN Approach,” Tehnički glasnik, vol. 14, no. 3, pp. 273–280, 
Sep. 2020, doi: 10.31803/TG-20200524225359. 

[8] J. Redmon, S. Divvala, R. Girshick, and A. Farhadi, “You Only 

Look Once: Unified, Real-Time Object Detection.” pp. 779–788, 
2016. Accessed: Feb. 14, 2024. [Online]. Available: 

http://pjreddie.com/yolo/ 

[9] F. M. Khan, R. Gupta, and S. Sekhri, “A convolutional neural 
network approach for detection of E. coli bacteria in water,” 

Environmental Science and Pollution Research, vol. 28, no. 43, 

pp. 60778–60786, Nov. 2021, doi: 10.1007/S11356-021-14983-
3/FIGURES/8. 

[10] S. Rauf et al., “Digital E. coli Counter: A Microfluidics and 

Computer Vision-Based DNAzyme Method for the Isolation and 
Specific Detection of E. coli from Water Samples,” Biosensors 

(Basel), vol. 12, no. 1, p. 34, Jan. 2022, doi: 

10.3390/BIOS12010034/S1. 
[11] R. Patil, S. Levin, S. Rajkumar, and T. Ajmal, “Design of a smart 

system for rapid bacterial test,” Water (Switzerland), vol. 12, no. 

1, Jan. 2020, doi: 10.3390/w12010015. 
[12] R. Hall-Clifford et al., “Toward co-design of an AI solution for 

detection of diarrheal pathogens in drinking water within resource-

constrained contexts,” PLOS Global Public Health, vol. 2, no. 8, 
p. e0000918, 2022, doi: 10.1371/journal.pgph.0000918. 

[13] J. Carrillo-Gómez, C. Durán-Acevedo, and R. García-Rico, 

“Concentration Detection of the E. coli Bacteria in Drinking Water 
Treatment Plants through an E-Nose and a Volatiles Extraction 

System (VES),” Water (Basel), vol. 11, no. 4, p. 774, Apr. 2019, 
doi: 10.3390/w11040774. 

[14] F. M. Khan, R. Gupta, and S. Sekhri, “Superposition learning-

based model for prediction of E. coli in groundwater using 
physico-chemical water quality parameters,” Groundw Sustain 

Dev, vol. 13, no. March, p. 100580, 2021, doi: 

10.1016/j.gsd.2021.100580. 
[15] Ł. Lechowicz, M. Urbaniak, W. Adamus-Białek, and W. Kaca, 

“The use of infrared spectroscopy and artificial neural networks 

for detection of uropathogenic Escherichia coli strains’ 

susceptibility to cephalothin,” Acta Biochim Pol, vol. 60, no. 4, pp. 
713–718, 2013, doi: 10.18388/abp.2013_2046. 

[16] M. Khanibaseri, “Developing Artificial Neural Networks (ANN) 

Models for Predicting E. Coli at Lake Michigan Beaches,” no. 
August, 2020. 

[17] M. D. Stocker, Y. A. Pachepsky, and R. L. Hill, “Prediction of E. 

coli Concentrations in Agricultural Pond Waters: Application and 
Comparison of Machine Learning Algorithms,” Front Artif Intell, 

vol. 4, no. January, pp. 1–12, 2022, doi: 10.3389/frai.2021.768650. 

[18] S. Tinelli and I. Juran, “Artificial intelligence-based monitoring 
system of water quality parameters for early detection of non-

specific bio-contamination in water distribution systems,” Water 

Sci Technol Water Supply, vol. 19, no. 6, pp. 1785–1792, 2019, 
doi: 10.2166/ws.2019.057. 

[19] S. Timms, K. O. Colquhoun, and C. R. Fricker, “Detection of 

Escherichia coli in potable water using indirect impedance 
technology,” J Microbiol Methods, vol. 26, no. 1–2, pp. 125–132, 

Jul. 1996, doi: 10.1016/0167-7012(96)00903-7. 

[20] A. Adegbite, * Adegbite, and A. Ayoade, “COMPARATIVE 
ASSESSMENT OF FIELD METHODS FOR 

MICROBIOLOGICAL WATER QUALITY TESTING IN 

EMERGENCIES,” 2015. [Online]. Available: 
https://www.researchgate.net/publication/299461356 

[21] “GitHub - ultralytics/yolov5: YOLOv5            in PyTorch > ONNX 

> CoreML > TFLite.” Accessed: Feb. 15, 2024. [Online]. 
Available: https://github.com/ultralytics/yolov5 

[22] “GitHub - ultralytics/ultralytics: NEW - YOLOv8            in PyTorch 

> ONNX > OpenVINO > CoreML > TFLite.” Accessed: Feb. 15, 
2024. [Online]. Available: 

https://github.com/ultralytics/ultralytics 
[23] K. Wang, J. H. Liew, Y. Zou, D. Zhou, and J. Feng, “PANet: Few-

Shot Image Semantic Segmentation with Prototype Alignment.” 

pp. 9197–9206, 2019. 
  
 

 

119
© International Conference on Innovations in Computing Technologies and Information 

Sciences (ICTIS-2024). All rights reserved.



2024 International Conference on Innovations in Computing Technologies and Information Sciences (ICTIS)

Low Cost Smart Metering Using Deep Learning
Farhan Khan

Department of Electrical Engineering
University of Engineering and Technology

Peshawar, Pakistan
farhankhan@uetpeshawar.edu.pk

Sarmad Rafique
Department of Computer Systems Engineering

University of Engineering and Technology
Peshawar, Pakistan

sarmadrafiq.ncai@uetpeshawar.edu.pk

Gul Muhammad Khan
Department of Electrical Engineering

University of Engineering and Technology
Peshawar, Pakistan

gk502@uetpeshawar.edu.pk

Abstract—Utility services like electricity, water, and gas are
essential for modern living, and their demand has been rising
worldwide. However, traditional manual meter reading is a
standard procedure for billing purposes. This is not only labor
and time-intensive but also prone to mistakes, which results in
incorrect billing and revenue losses. In the era of advanced AI,
leveraging cutting-edge technology to automate meter readings
has become increasingly viable. However, Existing AI-based me-
ter reading systems have limitations in detecting and recognizing
meters from a distance. This research addresses these problems
by presenting a novel system that utilizes the YOLOv8 model
to detect meter screens from a distance. In addition, the system
uses a fine-tuned Paddle OCR to recognize meter readings. A
Novel dataset curated for the meter screen detection, recognition,
and end-to-end OCR tasks related to electricity, gas, and water
utility meters has been presented, containing up to 8,044 images.
The proposed system was trained and extensively tested on the
proposed dataset to gauge its performance. The system achieved
an exceptional mean Average Precision (mAP) of 0.995 for both
analog and digital meters on the detection task; furthermore, the
system achieved an accuracy of 96.92% in the recognition task,
which is 70% better than the accuracy of Pre-trained Paddle
OCR. Moreover, an all-encompassing evaluation that combines
detection and recognition using Paddle OCR and YOLOv8, i.e.,
the end-to-end OCR task, achieved an accuracy of 97.8%. Lastly,
the system achieved an inference speed of up to 6 frames per
second, guaranteeing real-time effectiveness.

Index Terms—Yolo-v8; Paddle OCR; Meter Detection; Auto-
matic Meter Recognition; Low cost Smart Metering

I. INTRODUCTION

Accurate meter reading is an essential component of the
utility industry. However, these utility sectors still rely on
traditional manual meter reading, which is time-consuming,
labor-intensive, and prone to errors, resulting in huge finan-
cial losses. According to the estimation of the World Bank,
electricity distribution companies lose 96$ billion in revenue
yearly due to billing errors [1]. American electric utility
companies experienced an estimated 1–10$ billion USD loss
due to billing errors which is 0.5% to 3.5% of its annual
GDP [2]. The only energy provider in Peninsular Malaysia,
Tenaga Nasional Berhad (TNB) [3], claimed revenue losses
of up to 229$ million annually in 2004 due to billing errors.
Even though photo billing has become a popular option
nowadays, the manual meter reading remains the same. Each
month, an employee of the service company goes to each
house to take a picture of the meter and manually enter the
billing data, which is time-consuming and error-prone [4].

To tackle these issues, Smart meters [5] are introduced for
Automatic Meter Reading (AMR); the goal is to automatically
record and invoice the reading of gas, water, and electric-
ity. Even though smart meters have been adopted quickly,
the standard procedure of manual meter reading in many
places, particularly in developing countries, remains the same.
Pakistan’s energy industry, WAPDA, relies on manual meter
readings, which has led to several losses. For utility providers,
human errors like misreading or incorrectly recording meter
readings can result in improper invoicing and revenue losses.
These losses make the power industry less financially viable
and may limit its capacity to invest in new and improved
infrastructure. Similarly, the energy sectors like Water and Gas
have also faced a lot of losses due to manual meter readings.
Given the difficulties associated with manual reading processes
and the gradual substitution of smart meters for traditional
ones[6],[7], there is an increasing demand for image-based
methods for text recognition to automate the meter reading
process, minimize human errors, and lessen the requirement
for substantial human resources[8]. Artificial intelligence (AI)
[9], a promising technology, can address the difficulties of
manual meter reading in utility industries. The process of
reading meters could be revolutionized by implementing AI-
based metering technologies. AI technology can deliver pre-
cise and timely data, it can automate meter reading which
improves billing accuracy and lowers operational costs. AI-
based technology, such as object detection [10], can be used
to perform meter reading detection using models like Yolo
[11], SSD [12], and FAST-RCNN [13]. Additionally, Optical
Character Recognition (OCR) technology like Easy OCR [14],
Keras OCR [15], and Tesseract OCR [16] can be used for
meter reading recognition. Electric, water, and gas utilities
stand to gain significantly from using AI and Computer Vision
Automatic Meter Reading (AMR) technology in photo billing,
making its adoption essential for the utility sector. While AI-
based meter reading solutions exist, they have limitations in
detecting and recognizing meters from a distance. This study
presents a novel approach based on deep learning and ad-
vanced computer vision. To address the difficulties associated
with detecting and recognizing meters from a distance. The
suggested system is thoroughly trained on a variety of meter
images taken from a variety of meter models both analog
and digital, installed on electricity, gas, and water supplies
to improve its detection and recognition performance for long
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distances. The intended result is a significant improvement in
meter reading efficiency, accuracy, and dependability for utility
companies across the globe. Specifically designed to operate
in real-time from a distance, it utilizes the YOLO-v8 [17]
algorithm, which has been trained on a novel custom dataset
to provide the best possible detection for analog and digital
meters. A novel dataset was also created just for recognition
to improve the performance of Paddle OCR [18]. This two-
pronged strategy achieves great results.

II. LITERATURE REVIEW

The incorporation of AI in automated meter reading (AMR)
technology for utility photo billing has recently been possible
because of the development of strong AI models. Utility
businesses can achieve increased accuracy in meter reading
and billing procedures by utilizing AI algorithms, such as
deep learning and computer vision techniques, eliminating
human errors. However, AMR has several challenges, like
image blur, rotated digits, light reflections, and poor image
quality. To overcome these drawbacks, Muhammad Waqar
et al. [4] proposed an automated method for extracting and
identifying numbers from electric meters that uses Faster
R-CNN. Using a dataset from Pakistani electrical providers,
the model training achieved a promising result, outperforming
Single Shot Detector (SSD), Google Vision API, and
conventional techniques. Chun-Ming Tsai et al. [6] introduced
a digital region detection system for electricity meters, which
achieves a higher accuracy of 99% by implementing the SSD
deep learning model. Their methodology involves optimizing
the SSD model through training on a dataset of 777-meter
pictures. Despite this achievement, One of the limitations is
that more real-world tests are required for reliable validation.
Convolutional neural networks (CNNs) have also shown great
potential in solving the difficult automatic meter reading
(AMR) task. Chunshan Li et al. [7] proposed a lightweight
spliced convolution network for smart water meter reading that
substantially reduces computing load and model space while
increasing running time. The system’s ability to handle data
in real-time when deployed on a distributed cloud platform
validates its accuracy and suitability for industrial use. Rayson
Laroca et al. [8] contributed a two-stage method for automatic
meter reading (AMR) that uses three CNN-based algorithms
(CR-NET, multitask learning, and CRNN) for recognition
and Fast-YOLO for detection. With a recognition accuracy
of 94.13%, the CR-NET model outperforms both multitask
and CRNN models. The study also presents the UFPR-AMR
dataset containing 2000 annotated images for meter screen
detection. Abdullah Azeem et al. [19] proposed a Mask-
RCNN (AMR) approach for Detection, Recognition, and
Digit Segmentation. The proposed method was assessed on
the UFPR-AMR dataset. The suggested method outperforms
existing approaches in terms of F-measure and detection
accuracy, achieving a prediction rate of 99.82% for counters.
An efficient technique for automatic meter reading (AMR)
in real-world settings is put forth by Rayson Larcoa et al.
[20]. Their method, including corner detection and counter

classification, achieved a 34% reduction in reading errors.
They also introduced Copel-AMR, a publicly available dataset
with 12,500 images of meters; their approach surpassed ten
baseline models regarding precision and recognition rate.
With 30.64% parameter reduction, Sichao Zhuo [21] presents
DAMP-YOLO, a lightweight network for meter reading,
by combining DCB, ATA, MDA, and NP with YOLOv8.
The model achieves 88.82% mAP50:95, able to recognize
objects in real-time on the Jetson TX1. Additionally,
Wenwei Lin [22] presents a deep-learning approach for
restoring blurry images and recognizing LED digital meters.
Polygon-YOLOv5 was used to extract the meter region, and
YOLOv5s and CRNN models were employed to recognize
the meter readings, achieving 98% accuracy with a 1%
missing rate. A sophisticated method for automatic water
meter reading was built by Mith Lewis W. Concio et al.
[23] using deep learning in a cloud database and mobile app
with U-Net binary segmentation for counter detection and
Faster RCNN for counter recognition; the pipeline achieves
91.5% accuracy on foreign meters but struggles with 75%
accuracy on local meters in the Philippines. Rafaela Carvalho
et al. [24] presented a deep-learning model for flow meters
and universal controllers as a means of automating manual
meter readings. The method consists of screen detection,
perspective correction, text detection, template matching, and
text recognition.The full pipeline on a taken image takes
approximately 1500 milliseconds to complete, whereas screen
detection usually takes less than 250 milliseconds. Using
YOLO v3 for text extraction and recognition, Muhammad
Imran et al. [25] created an automated system for reading
electrical energy meters that achieved a 77% precision and
98% recall on a dataset of 10,000-metre images. A lightweight
DNN solution for automatic meter reading was introduced
by Akshay Kumar Sharma et al. [26], and it outperformed
traditional CNN models with 96% accuracy. Although the
system contains an Android application for real-time storage
and extracts the region of interest, it lacks advanced analysis
capabilities and relies on OpenCV for identification. Deyuan
Liu [27] combines YOLOv5s with an enhanced k-means
algorithm to detect reflecting places in pointer meters for
inspection robots. The solution contains a novel robot pose
control mechanism for effectively eliminating reflective
surfaces, and it shows applicability in complicated situations
with a remarkable accuracy of 80.9%. To automate the
collection of water meter data in Morocco Ayman Naim et
al. [28] developed an AI system that included a Recognition
System built on a Convolutional Neural Network (CNN)
model. With 140,000 high-quality digital meter photographs
as its training dataset, the CNN model scored an astounding
98.70% accuracy during training.

In this work, we adopt a structured approach to address
the problem at hand. Section III outlines our methodology,
including details on the employed dataset, the Models used,
and our proposed framework. Section IV expounded the
experimental setup, covering data pre-processing, network
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training, and evaluation metrics. Section V delves into the
results and discussions regarding the performance of our
proposed system. Finally, conclusions are drawn in Section V,
encapsulating the findings, contributions, and future directions
of this work.

III. METHODOLOGY

A. Employed Dataset

Our process began with the acquisition of a diversified
utility meter image dataset to successfully address the de-
tection, recognition, and end-to-end OCR tasks. Therefore,
a comprehensive training dataset including 3,905 pictures
was produced by incorporating datasets from reliable sources,
including the UFPR AMR dataset [8], Water Meters dataset
[29], YUVA EB dataset [30], and Gas Meter dataset [31] and
around 241 new images were added. The data set’s high quality
and diversity make it easier to create more sophisticated
algorithms and models for detecting and recognizing meter
readings. Random samples from the data set are shown in
Figure 1 and Figure 2. Furthermore, a separate novel dataset
of 3,154 images was gathered and labeled appropriately for
optical character recognition by cropping the meter screen
regions from the detection dataset. This dataset is unique,
as such, a comprehensive dataset is not available elsewhere.
Lastly, the end-to-end dataset contained 985 images and was
taken as a subset of the detection dataset.

Figure 1: Detection Dataset Figure 2: Recognition Dataset

B. YOLO-v8

The YOLOv8 [17] model is a real-time, one-stage detection
system built on Convolutional Neural Networks (CNN), and
it is an improvement over the YOLO (You Only Look Once)
series. Acknowledged for its effectiveness in fusing features
and providing accurate detection outcomes in a lightweight
design, YOLOv8 brings new features and enhancements over
its predecessors. YOLOv8’s anchor-free design, which devi-
ates from conventional anchor-based methods, speeds up non-
maxima suppression and improves overall detection efficiency.
Designed to meet a variety of research requirements, YOLOv8
offers five different scale models (n, s, m, l, x). Three essential
modules make up the network architecture, as shown in Figure
3. The Head, Neck, and Backbone modules handle prediction
output, multi-feature fusion, and feature extraction, respec-
tively. The Backbone module includes the C2F structure and

uses the Spatial Pyramid Pooling Fusion (SPPF) to improve
gradient flow information while keeping a lightweight profile.
To improve model generalization and resilience, the Head
module provides a Decoupled Head structure, which extracts
target location and category information independently. The
Neck module uses a PAN (Path Aggregation Network) and
FPN (Feature Pyramid Network) technique for feature fusion.
Thus, YoloV8 is the current state-of-the-art in object detection.

Figure 3: Yolo-v8 Object Detection Architecture

C. Paddle Ocr

Baidu’s PaddleOCR [18] is a powerful OCR model that
works with over 25 languages, has pre-trained models, and is
very good at recognizing text that is lengthy, vertical, and has
digits. It was created by PaddlePaddle and uses deep learning
to extract text quickly and accurately. PP-OCRv3, the most
recent release, offers independent usability for recognition,
classification, and detection. In PP-OCRv3, several optimiza-
tion techniques are added to increase the recognition model’s
effectiveness and precision. To achieve improved performance,
Transformer-based SVTR and CNN-based PP-LCNet are com-
bined in the lightweight text recognition network known as
SVTR LCNet, improving prediction speed by 20% without
appreciably sacrificing accuracy. The Attention module is
used in the GTC method to provide guided CTC training,
which enhances accuracy. TextConAug is a data augmentation
approach used to improve contextual information variety for
better model performance. Thus, PaddleOCR is a very diverse
model for character recognition.

D. Proposed Framework

The detection dataset was used to train various versions of
the YOLO models for better bench-marking among which the
YOLO V8 model produced the best results for detection. Ad-
ditionally, PaddleOCR was trained and fine-tuned specifically
for Recognition. The validation set was used to thoroughly
validate the model’s performance.

After training, the detection and recognition model is incor-
porated into a unified workflow. The first step in the method
is to take a picture of the meter display or screen, which will
used as input into the model. Preprocessing for detection is
then carried out. The model evaluates the confidence level after
determining the location of the meter screen. The image is sent
back to the detection pre-processing stage if the confidence
value is less than 0.5. On the other hand, the Detected region
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is cropped and sent for character recognition preprocessing if
the confidence level is higher than 0.5. The intended outcome
is attained if the cropped region is Recognised and the model’s
confidence level is higher than 0.5. If the model’s confidence
level is less than 0.5, the picture is returned to the detection
phase until the model’s confidence level rises over 0.5.

The Block diagram of the overall working of the system is
shown in Figure 4.

Figure 4: Block diagram of Proposed Framework

IV. EXPERIMENTAL SETUP

A. Data Pre-processing

The Detection dataset was further split into training and
validation sets using a split ratio of 70% for training and 30%
for validation. Thorough pre-processing procedures, including
the elimination of redundant, superfluous, and noisy images,
were carried out before the model was trained, and bounding
box annotation was used in the training of the detection
model on the dataset. To improve the dataset balance and
diversity, methods such as image scaling, standardization, and
augmentation were also used. The recognition dataset was
divided into training and validation sets using 80% and 20%
split ratios, respectively. The end-to-end dataset was used
to evaluate the overall performance of the proposed system
and thus was not split into train and validation ratios. The
Bounding box annotation was performed on the detection
dataset using the Labelimg tool, and the annotation files were
saved in txt format.

B. Networks training

The proposed system in this study was trained and evaluated
on a computer running on the Windows 10 OS with Intel Core
i7-10700 CPU @ 2.90 GHz, NVIDIA GeForce RTX 3060 12
GB, 16 GB Ram, and the programming language used was
Python 3.7 with the PyTorch framework.

The training parameters for the detection and recognition
are summarized in Table 1.

TABLE I: Training Parameters

Parameters for Detection and Recognition Models
No. Detection Parameters Details Recognition Parameters Details
1 Picture size 640 x 640 Picture size 48 X 320
2 Epochs 300 Epochs 500
3 Batch size 16 Batch size 128
4 Optimizer SGD Optimizer Adam
5 Learning rate 0.01 Learning rate 0.001
6 Workers 8 Workers 4
7 Patience 40

C. Evaluation Metrics

To provide a thorough assessment of the proposed sys-
tem, relevant evaluation metrics were used for each task.
F1 score, precision, recall, mAP50, and mAP50-90 were
used to measure detection performance; these metrics provide
an extensive assessment of the system’s efficiency in object
detection. For the end-to-end OCR and recognition tasks,
metrics like Character Error Rate, Recognition accuracy, and
Character Accuracy were used to gauge their performance.
CER is more suited for single-word recognition tasks, such
as meter readings than Word Error Rate, which is used for
sentences. Because the recognition task is unpredictable and
the recognized output may contain extra or missing data, we
refrained from utilizing precision, recall, or F1 score.

i. F1-Score:
F1 = 2 ∗ precision ∗ recall

precision + recall
(1)

ii. Precision:
P =

True Positive
True Positive + False Positive

(2)

iii. Recall:
R =

True Positive
True Positive + False Negative

(3)

iv. mAP50:

MAP50 =
1

|X|

|X|∑
i=1

AvgP(zi) (4)

Where:
• |X|: Number of queries in the dataset.
• zi: i-th query in the dataset.
• AvgP(zi): Average precision for the i-th query,

using the first 50 items in the ranked list.
v. mAP50-90:

MAP50-90 =
1

|Q|

|Q|∑
i=1

AvgP(qi) (5)

Where:
• |Q|: is the total number of queries in the dataset.
• qi: represents the i-th query in the dataset.
• AvgP(qi): Average precision for the i-th query,

using only the top 50 to 90 ranked items.
vi. Character Error Rate:

CER =
S +D + I

C
× 100 (6)
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Where:
• S: Substitutions
• D: Deletions
• I: Insertions
• C: Total characters in reference transcription

vii. Recognition Accuracy:

A =

(
N

T

)
× 100 (7)

Where:
• N : Correctly recognized meter readings
• T : Total meter display readings

viii. Character Accuracy:

CA =

(
CC

TC

)
× 100 (8)

Where:
• CC: Number of Correct Character
• TC: Total Characters

V. RESULTS AND DISCUSSION

Using the proposed dataset, the training results of several
detection models produced impressive results, as shown in
Table II. Impressively, our system obtained an F1-Score of
99.3%. While every model performed well, YOLOv8 Nano
was particularly noteworthy as it produced the greatest results
in terms of mAP@50 achieving 0.995, and mAP@50-90
achieving 0.826, mAP50 and mAP50-90 plots of all training
models are shown in Figure 5 and Figure 6. At 99.4% and
99.3%, respectively, the meter detection precision and recall
hit their peak, and no further optimization was possible. Turn-
ing to recognition models, we carefully examined the most
famous OCR models like Karas OCR and Paddle OCR. By
testing these two OCR models, using a subset of 976 cropped
meter screen images from the end-to-end dataset. Paddle
OCR was the clear winner, with better performance than its
competitor, as shown in Table III. Therefore, Paddle OCR
was fine-tuned on the recognition dataset, and an accuracy of
99.21% was achieved. When this fine-tuned model was tested
using the previous subset dataset, an accuracy of 96.92% with
a CER of 0.0054 was achieved.

A. Proposed system Performance

The fine-tuned YOLOv8 Nano was chosen due to its high
inference speed and better results and was combined with Pad-
dle OCR to form the proposed framework which was tested on
the end-to-end dataset comprising 987 images, an overall accu-
racy of 97.8% was achieved encapsulating both detection and
recognition performance. The results are visualized in Figure
7. The inference speed of the proposed framework was around
6 frames per second, showcasing real-time performance. This
amalgamation of detection and recognition models showcases
a promising avenue for bolstering the accuracy and efficiency
of meter detection and recognition tasks.

TABLE II: Training results of the Detection Models

Performance Evaluation metrics for Detection Task
Model F1 score Precision Recall mAP-50 mAP50-90
YOLOv5-n 99.0% 99.2% 98.9% 0.995 0.801
YOLOv5-s 99.2% 99.2% 99.3% 0.995 0.805
YOLOv7 99.3% 99.5% 99.3% 0.994 0.817
YOLOv8-n 99.3% 99.4% 99.3% 0.995 0.826
YOLOv8-s 99.3% 99.6% 99.2% 0.994 0.825

TABLE III: Bench-marking of Recognition Models

Performance Evaluation Metrics for Recognition Task
Model Accuracy CA CER Training Accuracy
Keras OCR Pre-trained 1.536% 6.663% 0.8759 Nil
Paddle OCR Pre-trained 19.87% 39.79% 0.5042 Nil
Paddle OCR Fine-tuned 96.92% 99.11% 0.0054 99.21%

Figure 5: mAP0.5 Training
curves

Figure 6: mAP0.5-0.9 Train-
ing curves

Figure 7: End to End OCR Model Results Visualization
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VI. CONCLUSION

Our primary objective in this research has been to tackle the
complex problem of detecting and recognizing both digital
and analog meters from a distance. We observed the core
limits of current AI systems and presented a groundbreaking
solution by utilizing and combining the advanced features
of YOLOv8 for meter screen detection and Paddle OCR
for digit recognition for an end-to-end OCR system; our
study attempted to close this gap and produced an excellent
mean Average Precision (mAP) of 0.995 and an F1 score
of 99.3%. Furthermore, the recognition performance of the
system, powered by 99.21% accuracy Paddle OCR, highlights
how effective our suggested method is in addressing the
drawbacks of existing systems. We hope to further the progress
of meter reading technology by releasing publicly accessible
datasets that are expressly intended for detection, recognition,
and end-to-end AMR tasks. We aimed to contribute not only
to the advancements in meter reading technology but also to
provide a benchmark for the research community to evaluate
and build upon. Our system’s dependability and efficiency are
confirmed by the extensive testing on the proposed datasets,
which includes a sizable dataset of 8044. There is room for our
system to be expanded in the future. Using forecasting models
in conjunction with past consumption data is one approach
that is worth investigating. This calculated addition might
improve meter reading validation, providing a more thorough
and precise result.
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Visually: Assisting the Visually Impaired People 

Through AI-Assisted Mobility 

Abstract—This research introduces “VisuAlly”, a revolutionary 

mobile application which aims to address the complications that 

visually impaired people come across in their daily lives. By 

deploying advanced deep learning models for real-time object 

detection, facial recognition, and currency identification with 

voice outputs for each feature, the “Visually” app strives to 

enhance the autonomy, independence and mobility of visually 

impaired people. The system undergoes thorough training on a 

diverse dataset, incorporating augmentation techniques to 

enhance the robustness of the models. The project's multifaceted 

objectives include a user-friendly interface, real-time object 

detection, multi-modal recognition, Text-to-Speech audio 

output, and an overarching aim of enriching the lives of visually 

impaired individuals. Driven by the global prevalence of the 

visual impairment and the demand for cost-effective solutions, 

“Visually” is aligned with the international efforts for 

accessibility and inclusivity. For cross-platform compatibility 

the machine learning models have been integrated whilst being 

deployed with TensorFlow Lite. With Offline availability, the 

app ensures accessibility even in rural areas with limited 

network connectivity. To make a substantial societal impact 

"VisuAlly" aims to contribute to a more inclusive and equitable 

society, by transforming the way visually impaired individuals 

navigate around the environment. Positioned at the intersection 

of technology, accessibility, and empowerment, the “Visually” 

project is poised to bring about positive change for a community 

that frequently encounters unique challenges in their daily lives. 

Keywords: VisuAlly; Mobile application; visual impairments; 

Real-time object detection; facial recognition; currency 

identification; societal impact; technology; positive change; 

Visually impaired individuals. 

I. INTRODUCTION 

In the realm of assistive technology, individuals with 
visual impairment face challenges everyday that significantly 
impact their self-sufficiency, independence and mobility. 
Despite the various existing technological aids, the challenge 
of navigating independently in unacquainted environments 
remains a pervasive issue, often requiring reliance on sighted 
assistance. This paper aims to address such challenges through 
the introduction of "VisuAlly," an innovative mobile 
application developed to empower the visually impaired 
community. The primary goal of the project is to offer a real-
time vision system, incorporating object detection, face 
recognition, and currency recognition features. These 
ffunctionalities, integrated into the "VisuAlly" app, 
incorporating deep learning models trained on a diverse 
dataset carefully curated for the unique needs of the visually 
impaired. This introduction outlines the background, research 

problem, and significance of the "VisuAlly" project, which 

aims to ameliorate the daily experiences of visually impaired 
individuals by enhancing their independence,  accessibility 
and mobility. The main contributions of this research include 
addressing the challenges faced by visually impaired 
individuals, the global prevalence of visual impairment, and 
the development of an affordable and accessible solution with 
the potential to have a positive societal impact. The following 
sections will delve into the technical details of the model 
architectures, training methods, and the expected impact of the 
"VisuAlly" app on its users. 

II. RELATED WORK 

A. Microsoft’s “Seeing AI”: 

The landscape for assistive technologies for visually impaired 

individuals has witnessed significant contributions from 

notable projects and research endeavors. One of the major 

initiative is Microsoft's "Seeing AI," a cloud-powered 

application that integrates Machine Learning (ML) to describe 

the user's surroundings and converting it into voice output, 

including features like text recognition, scenic descriptions 

and more. "Seeing AI" can be considered as a valuable 

benchmark for understanding of the widespread usage 

beneficial for visually impaired users, influencing the 

development decisions and design considerations for the 

"VisuAlly" app [1]. 
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Figure 1: Navigation support using mobile app [16] 
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B. Noteify (Currency Recognition): 

Furthermore, “Noteify”, an app made in India for currency 

detection focuses on verifying accurate financial handling for 

the visually impaired users, making it a worthy solution for 

the requirement [2]. 

C. Cutting-edge Object Detection Techniques: 

In the field of advanced object detection, Mahendran and his 

team explore cutting-edge solutions based on real-time vision 

systems using deep learning and point cloud processing. By 

investigating these techniques, the team helps the app 

recognize objects quickly and accurately. Their research is 

crucial for refining the goals of the "VisuAlly" app, especially 

in computer vision and object recognition [3]. 

D. DEEP-SEE FACE Framework: 

The DEEP-SEE FACE framework introduces an intriguing 

approach using convolutional neural networks (CNNs) for 

real-time facial recognition. This technology provides 

valuable insights for developing facial recognition models, 

focusing on features like hard negative mining and acoustic 

communication. These aspects align with "VisuAlly's" goals 

of improving user understanding and communication, making 

the app more user-friendly and effective for visually impaired 

individuals [4]. 

E. Currency Recognition System: 

A notable innovation is a currency recognition system 

designed for the visually impaired, enabling real-time 

identification of currency notes and obstacle-aware navigation. 

This system offers essential considerations for integrating an 

efficient and accurate currency recognition feature into the 

"VisuAlly" app, ensuring that users can manage their finances 

independently and safely [5]. 

F. Summary 

In summary, the insights from these different sources serve as 

guiding principles for the development of the "VisuAlly" app. 

Each project and research paper provides unique perspectives 

and considerations, collectively shaping the innovative, user-

centric solutions aimed at transforming the lives of visually 

impaired individuals. Through the integration of these 

technologies, "VisuAlly" aims to empower users, enhancing 

their independence and quality of life. 

III. METHODOLOGY 

The project’s research design was meticulously crafted to 

ensure the effective implementation of its goals. The 

development of the “VisuAlly” project follows a thorough 

and systematic methodology, covering all stages from data 

collection to model deployment. This approach is detailed in 

the following sections, providing a glimpse into the research 

design, data acquisition process, model training, and 

deployment strategies. Fig 2 demonstrates the development 

stages for the VisuAlly app. 

A. Data Collection: 

The “VisuAlly” Project is built upon a rich and extensive 

dataset, specifically tailored and designed to meet the unique 

requirements of the visually impaired people. The dataset 

includes a wide variety of indoor and outdoor objects, with a 

focus on objects essential for daily navigation. To ensure the 

model, that is to be trained on this dataset, adaptability to 

various real-world scenarios, the dataset undergoes careful 

augmentation and labeling. Techniques such as rotation, 

scaling, and flipping the images are employed to improve the 

model’s ability to learn different features of the images and 

enhance its accuracy in identifying objects from different 

angles and lightning conditions. 

B. Model Architecture and Training: 

The core of the “VisuAlly” app is its deep learning models, 

which utilizes the “You Only Look Once (YOLO)” 

architecture known for its ability to detect objects in real-time 

videos with high accuracies. The YOLO model is pretrained 

on a diverse dataset but can be self-trained on specific dataset 

to detect specific objects. This model is trained on the 

augmented dataset using advanced optimization methods, 

such as stochastic gradient descent. During training, the focus 

is on minimizing detection loss while enhancing the model’s 

accuracy in recognizing and pinpointing objects in the user’s 

environment. 

Table 1. Differences between Yolo Architecture and MobileNet SSD 

Features YOLOv5 MobileNet SSD 

Number of 

Layers 
Backbone: 53 layers 

Additional: depends on 

variant 

Backbone: 13 layers 

Additional: 6 layers 

Optimizer 

Used 
Adam Adam 

Number of 

Epochs 

Around 300 Around 200 

Dataset COCO dataset VOC dataset 

Images Used Around 118K images 7,000 images 

Average 

Accuracy 

mAP of 50.1 on COCO 

test set 

mAP of 72.7 on VOC test 

set 

Frames per 

Second 

60+ FPS on a GPU Over 100 FPS on modern 

hardware 

Model Size 27 MB 23 MB 

Table 1 compares two popular object detection models, 

YOLOv5 and MobileNet SSD, across various metrics. 

YOLOv5 is a state-of-the-art object detection model known 

for its efficiency and accuracy. It features a highly optimized 

architecture, enabling it to achieve real-time inference speeds 

 VisuAlly 

Development 
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Deployment 

App 
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Figure 2: Development Stages for VisuAlly App 
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on GPU hardware. YOLOv5 has gained popularity for its 

simplicity, ease of use, and impressive performance on a 

variety of datasets. It offers a range of pre-trained models of 

different sizes (e.g., YOLOv5s, YOLOv5m, YOLOv5l, 

YOLOv5x), allowing users to choose the right balance 

between speed and accuracy for their specific application. 

Additionally, YOLOv5 is actively maintained and updated, 

ensuring compatibility with the latest advancements in object 

detection research. Overall, YOLOv5 is a compelling choice 

for developers seeking a powerful and efficient object 

detection solution. 

C. Multi-Modal Recognition: 

The “VisuAlly” app offers a comprehensive user experience 

by integrating various recognition features such as object, 

face, and currency recognition. Face recognition utilizes the 

weights of the pretrained models and performs personalized 

training to achieve precise identification. Currency 

recognition involves the development of a specialized dataset 

and model, providing users with information about the 

currency notes they come across [6]. 

D. Text-to-Speech (TTS) Integration: 

To enhance communication with visually impaired people, 

the “VisuAlly” app provides an audio output feature powered 

by Text-to-Speech (TTS) technology. This feature not only 

describes the objects but also provides contextual 

information, such as the proximity to the obstacles, 

identifying which feature the user is currently using and 

giving audio output of the recognized faces etc. 

E. Deployment: 

To achieve compatibility across Android and IOS platforms, 

all machine/deep learning models in the app are converted 

into TensorFlow Lite (tflite) versions. The app is developed 

using the Flutter framework, which utilizes the 

tflite_flutter_helper package for efficient image processing 

and input preprocessing. 

F. Offline Functionality: 

Recognizing the importance of accessibility in areas with 

limited network coverage, "VisuAlly" emphasizes offline 

functionality. By using tflite files, all the models will be 

stored on the device which will allow the user to make use of 

the features even without internet services. Face embeddings 

and emergency contacts are stored locally, reducing the 

reliance on a constant internet connection. 

  

This approach aligns with the project's goal of creating a user-

friendly, adaptive, and accessible solution for visually 

impaired individuals, ensuring that the app effectively 

addresses their unique challenges and contributes to positive 

societal impact [7]. 

IV. RESULTS 

By utilizing the YOLO-based object detection model, 

"VisuAlly" can swiftly and accurately identify a wide range 

of objects in real-time, such as obstacles, furniture, and other 

navigation aids. This feature offers users instant information 

about their environment, improving their spatial awareness 

and safety. 

Our thorough assessment of "VisuAlly's" object detection 

abilities revealed exceptional performance, demonstrating 

the reliability and effectiveness of the integrated 

technologies. 

A. Laptops Detection: 

 
 

 

 

 

 

 

 

 

 

 

 

 

Fig 3 shows the snapshot of the app detecting a laptop. The 

model demonstrated exceptional proficiency in identifying 

laptops, achieving an impressive accuracy of 96%. This high 

level of accuracy is essential for users who rely on the app to 

navigate environments where laptops are prevalent.  

 

Figure 3: Laptop Detected 
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B. Bottle Detection: 

 
 

Figure 4: Bottle Detected 

The model detected everyday objects, like water bottles, with 

exceptional accuracy, reaching 96%, as demonstrated in Fig 

4. This ensures that the app can help a user in assisting with 

daily tasks such as locating personal items or identifying 

objects in their immediate vicinity. 

C. Person Detection:  

 
Figure 5: Person Detected 

Recognizing individuals in front of the user is a critical aspect 

of the app's functionality. In Fig 5, the detection of a person 

can be seen. Our model achieved an impressive accuracy of 

99% in person detection, ensuring users are aware of the 

presence of others in their surroundings. 

D. Car Detection: 

 
Figure 6: Car Detected 

The most important objects to be detected in daily navigation 

are vehicles. Our model successfully detects cars in front of 

the user with a remarkable accuracy of 99%, making daily 

navigation easy for visually impaired people. Fig 6 

demonstrates the snapshot of our app where it is detecting 

vehicles. 

E. Multi-Object Detection: 

 
Figure 7: Multi Objects Detected 

The app's ability to detect multiple objects simultaneously 

further enhances its utility. With a focus on accuracy, the app 
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provides users with detailed information about their 

environment, allowing for more informed navigation 

decisions. Fig 7 shows the multi object detection capabilities 

of VisuAlly. 

Moreover, TTS API is utilized to announce each object to the 

user that is detected, providing detailed information about 

their environment and further enhancing the app's usability. 

V. DISCUSSION 

The "VisuAlly" app enhances the mobility of visually 

impaired individuals through the integration of YOLO v5 for 

real-time object detection and Google's ML Kit for text-to-

speech conversion. These technologies offer several key 

benefits: 

A. Immediate Environmental Feedback:  

By incorporating real-time object recognition technology, 

visually impaired people may navigate safely and 

autonomously by being promptly informed about their 

surroundings. Their improved spatial awareness makes them 

more competent navigators. 

B. High Precision Object Identification: 

The remarkable accuracy of YOLO v5 ensures accurate 

information about the surroundings is provided and informs 

the user about the items in their immediate environment, 

hence enhancing their spatial comprehension.  

C. Efficient Navigation: 

The app vocalizes the names of detected items, especially in 

unfamiliar locations, reducing users' cognitive load and 

allowing them to focus more on their surroundings. 

D. Enhanced Safety: 

The safety of the visually impaired people is improved by 

accurate object detection and TTS announcements, which 

notify them of potential hazards or obstructions in their route. 

Because of the trustworthy information given to the visually 

impaired people, they may navigate with more confidence 

thanks to this proactive approach to safety. 

E. User-Friendly Interface: 

The user-friendly interface of the app makes it easier even for 

consumers with little technological background. The 

incorporation of these technologies into a Flutter app result in 

an intuitive user interface that is simple to use. This 

accessibility is essential to guarantee that a broad spectrum of 

users, regardless of their level of technical expertise, can use 

the app efficiently. 

In conclusion, the integration of YOLO v5 and Google's ML 

Kit in the "VisuAlly" app greatly enhances the mobility and 

independence of individuals with visual impairments. This 

integration allows them to confidently explore their 

surroundings, ensuring they have the necessary information 

for safe and effective navigation through the combination of 

real-time object detection and text-to-speech conversion. 

VI. COMPETITIVE ANALYSIS 

“VisuAlly” aims at providing an extensive solution to 

enhance the independence and mobility of visually impaired 

and blind people, exhibiting several significant advantages 

in comparison to the already available apps designed on the 

same objective. This discussion concentrates on elucidating 

the project’s results and implications, including comparison 

of results with the available solutions, whilst highlighting 

the significant contribution of “VisuAlly” to the field.  

A. Comparison with Existing Apps: 

“Visually” discerns itself from the multiple existing apps for 

the visually impaired people through its encompassing 

approach and multi-modal features. Current apps mostly 

focus on singular functionalities such as object detection or 

navigation, whereas “VisuAlly” incorporates real time object 

detection with face recognition and currency recognition, 

making it an extensive solution catering to meet the multiple 

needs of users. Additionally, features like offline mode, user-

friendly design, and continuous user feedback integration 

make "VisuAlly" unique. 

Other popular apps like Be My Eyes and Seeing AI offer 

useful features such as remote assistance and text recognition. 

However, they may not offer the same depth of functionalities 

and offline capabilities as "VisuAlly." The use of YOLO 

architecture for object detection in "VisuAlly" enhances its 

real-time processing capabilities, setting it apart from other 

solutions. 

B. Significance of Results and Contribution to the Field 

The "VisuAlly" project represents a significant advancement 

in assistive technology, specifically tailored to address the 

complex challenges faced by visually impaired individuals in 

their daily lives. Through its versatile and integrated 

approach, the app not only enhances users' independence but 

also reduces their reliance on others, fostering a sense of 

empowerment. 

One of the key strengths of "VisuAlly" lies in its offline 

functionality, which ensures accessibility in a variety of 

environments, thereby filling a crucial gap in existing 

solutions. Moreover, the project's significance goes beyond 

its technical capabilities; it embodies a commitment to 

inclusivity, affordability, and user-centered design principles. 

By aligning with global initiatives for accessibility, 

"VisuAlly" acknowledges the widespread impact of visual 

impairment and strives to make a meaningful difference in 

the lives of affected individuals. The integration of user 

feedback further enhances the project's value, ensuring that 

the app evolves in response to the evolving needs of its users. 

VII. CONCLUSION 

"VisuAlly" emerges as a groundbreaking assistive 

technology, designed to address daily challenges for visually 

impaired individuals. Utilizing advanced deep learning 

models, including real-time object detection, face 

recognition, and currency recognition, the app aims to 

transform the landscape of independence and mobility. 

 

One of the key features of "VisuAlly" is its commitment to a 

user-friendly interface and multi-modal recognition, 

including Text-to-Speech audio. This comprehensive 

approach is further enhanced by rigorous training on a diverse 
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dataset, ensuring the app's adaptability to various real-world 

scenarios and reflecting its focus on meeting user needs. 

In line with global accessibility initiatives, "VisuAlly" places 

a strong emphasis on affordability and offline functionality, 

which are essential for users in diverse environments. By 

combining the YOLO architecture for real-time processing 

with a holistic approach, the app surpasses existing solutions 

in its field. 

What sets "VisuAlly" apart from other apps is its offline 

capabilities, user-friendly design, and the integration of 

continuous user feedback. Beyond its technical capabilities, 

the app embodies inclusivity and user-centric design 

principles, contributing to a more equitable society. 

In conclusion, "VisuAlly" represents a significant step 

towards empowerment for visually impaired individuals, 

redefining how they navigate the world and fostering 

inclusivity. With its responsive development cycle, the app is 

poised to have a lasting impact, evolving to meet the 

changing needs of its users and contributing to a more 

accessible world. 
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Abstract—The Energy Sector across the globe is 

experiencing rapid growth, driven by Internet of Things (IoT) 
integration technologies and advanced algorithms. This 
evolution is particularly evident in the ongoing competition 
among tech companies in the development of smart metering 
solutions. Despite these advancements, a critical challenge 
persists— the lack of definitive technical protocols for 
monitoring the total usage or power signatures of individual 
appliances, referred to as non-intrusive load monitoring 
(NILM) in aggregate. While intrusive load monitoring (ILM) 
provides very accurate and thorough insights, non-intrusive 
methods are essential to address losses specially in residential 
areas. In this research a groundbreaking approach is proposed 
towards handling NILM problems by analyzing and 
aggregating the load patterns of four key appliances of daily use, 
namely the Coffee Machine, Fridge, Kettle, and Laptop from 
the ACS-F2 dataset. The generated aggregated dataset, is 
systematically combined using electrical formulations to yield 
the desired data which reflects the simultaneous operation of 
multiple appliances, this has been explored for the first time in 
the known literature. The proposed dataset contains around 
6750 aggregated appliance load patterns for both training and 
testing. Furthermore, multiple Time Series Classifiers (TSC) 
were gauged using a suite of evaluation metrics, on the proposed 
dataset and an accuracy of 92.1% was achieved by the 
CATCH22 classifier. 

Keywords: Non-Intrusive Load Monitoring (NILM); Intrusive 
Load Monitoring (ILM); Appliance Identification; Load 
Patterns; AEON toolkit; Energy Disaggregation. 

I. INTRODUCTION 
Complex algorithms used in digital devices are becoming 

popular in the context of global digital advancements. Smart 
energy metering, these days, is an important topic worldwide 
owing to its growing demand. According to the Federal 
Energy Regulatory Commission US, the annual smart 
metering and demand response study shows an yearly growth 
of approximately 8 million additional smart meters. The 
annual report, mandated by regulations, includes 2021 smart 
meter data sourced from the EIA and the Institute for Electric 
Innovation. The figures from these sources indicate 111.2 
million and 115.3 million smart meters, reflecting 
penetrations of 68.3% and 70.8%, respectively, among a total 
of 162.8 million metering endpoints in the United States. 
Additionally, it's noteworthy that the year 2021 marked the 
sixth consecutive year with an increase of nearly 8 million 
advanced meters [1]. IoT has seen a surge in its popularity 
which has increased the interest of many developers to 
quickly incorporate it in energy metering [2]. The commercial 
energy metering is advancing relatively slowly as compared 
to other areas of digital innovation. The absence of 
comprehensive data on individual appliance energy usage is a 
significant problem with commercial energy metering 
nowadays [3]. To prevent energy theft or loss, one must be 

aware of the energy consumption of their appliances. George 
Hart came up with the concept in the beginning and had a 
patent for it in the 1980s [4]. His research demonstrates the 
analysis of both single-state and multistate appliances, as 
shown in Figure 1, including freezers and many more [5]. 

With technological advancements, the nature of load has 
evolved significantly. It’s a challenge not only for the energy 
disaggregation problem but also for a low maximum demand. 
In the past, energy disaggregation was simpler because of the 
less complex energy patterns unlike the modern appliances. 
Fortunately, sophisticated machine learning models simplify 
the energy disaggregation problem [6]. Researchers' work in 
feature engineering equips us with powerful tools to enable 
the available models to classify more complex patterns. As 
stated by the famous No Free Lunch Theorem, there is no 
single exclusive ML strategy that can handle all possible 
problems better than any other machine learning algorithm 
[7]. In ML, the most time-consuming process is algorithm and 
model selection. Machine learning has seen a growth in recent 
years, resulting in the creation of very effective categorization 
techniques that help in the selection of models and algorithms. 

The ACS-F2 dataset was selected for this work because of 
its low sampling rate which is similar to the commercial 
energy meters and could be easily deployed after the 
parameters are finalized [8]. This dataset, an improved 
version of the previously developed ACS-F1 dataset [9] 
comprises 15 classes, each representing a different appliance, 
and 15 subclasses for each class representing different 
manufacturing brands, totaling approximately 225 load 
signatures of appliances. This dataset consists of two distinct 
instances: A1 and A2 used for training and testing 
respectively. The subclasses represent the load signatures of 
appliances from various manufacturers, allowing for 
comparisons. The ACS-F2 dataset's appliance signatures are 
pre-segregated, and the pre-processed data is then fed into the 
proposed algorithm, which combines the data into an 
aggregated dataset, for this study to be implementable [10]. 
AEON is a toolkit for learning tasks that is specially being 
used here for TSC [11]. It is compatible with scikit-learn and 
offers the ability to access the latest algorithms for time series 
machine learning, and additionally offers an abundance of 
conventional methods for learning tasks including 
classification and forecasting [12]. This research focuses on 
utilizing the models included in AEON toolkit. 

Figure 1: Classification of Appliances (a) Total Load vs Time graph 
approach by G. Hart for NILM [5]  (b) Segregate appliances by mapping 
them on Real vs Reactive Plot. Source: G. Hart Patent [4] 
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II. RELATED WORK 
Researchers have recently concentrated on categorizing 

appliances according to their electrical properties, using two 
main approaches: ILM and NILM. NILM uses larger 
electrical patterns for categorization, whereas intrusive load 
monitoring requires direct access to specific appliances for in-
depth study [5]. A pivotal figure in the evolution of intelligent 
load classification is George Hart, who introduced the 
concept in the 1980s and patented his work in 1989. Hart's 
approach incorporated a cluster analysis unit to differentiate 
between various appliances operating simultaneously as 
illustrated in Figure 2. This marked a significant 
advancement in load monitoring methodologies, particularly 
for intrusive approaches [4]. 

Figure 2: Patented NILM hardware design by George Hart [4] 

It's noteworthy that non-intrusive load monitoring 
technique predates its intrusive counterpart. This method 
typically involves installing an energy meter at a household's 
primary supplying point and disaggregating energy 
consumption through a thorough examination of electrical 
patterns. The advantages of NILM lie in its holistic approach 
to understanding energy usage without direct appliance 
access. NILM has undergone a radical change in the modern 
environment due to the widespread implementation of smart 
energy metering and IoT. By leveraging these technologies, 
aggregated data can be seamlessly transmitted to online 
servers, where sophisticated algorithms can be applied with 
minimal difficulty as Ruano, A., et al. [13] presented in their 
research. This integration enhances the efficiency and 
accessibility of energy analysis, opening new possibilities for 
optimizing consumption patterns and enhancing overall 
energy management strategies.  

According to Yu, L., et al. [14], A better knowledge of 
electricity consumption and appliance safety is anticipated 
from smart home systems, which are anticipated to meet the 
increasing need for intelligent and energy-saving services. 
Home appliance power consumption must be measured and 
tracked in the context of a smart grid, since comprehensive 
data on power loads becomes essential for demand 
management and optimization.  

NILM's optimization is difficult because of the multiple 
states of each appliance, erratic consumption patterns, and the 
difficulties in detecting concurrent appliance consumption. 
Furthermore, appliances frequently generate distinct 
waveforms. This complexity and the management of 

aggregated information create exponential hurdles, as Kelly 
describes [15]. Furthermore, NILM could be categorized as 
a pattern recognition problem, employing techniques based 
on event detection to classify and recognize appliance 
properties, as shown in Figure 1(b). Algorithmic strategies 
centered around event detection aim to determine the 
distinguishing characteristics of particular appliances after 
identifying important events, hence aiding differentiation and 
identification [13]. Salihagiü, Kevric, et al. [10] studied the 
use of sophisticated feature extraction approaches to improve 
the comprehension of household energy consumption patterns 
in the context of load categorization using the ACS-F2 dataset 
of Appliance Consumption Signatures. The study addresses 
the challenge of predicting appliance states based on 
historical data and suggests utilizing machine learning 
algorithms implemented in the WEKA software for effective 
categorization.  

Puente, C., et al. [16] provide a comprehensive overview 
of techniques for NILM, showcasing their growing 
importance in energy disaggregation amid the increasing 
deployment of smart meters employing the well-known UK-
DALE dataset [17] and a public dataset of a single house 
from France [18]. It emphasizes the uses of NILM in Ambient 
Assisted Living (AAL) and Home Energy Management 
Systems (HEMS), with a focus on new approaches, 
emphasizing the significance of determining appliance status 
for informed decision-making. Additionally, it offers insights 
into future research directions in these areas, complementing 
existing NILM reviews. Angelis, G.-F., et al. [19], discussed 
the distinct energy consumption behavior of electrical 
appliances, referred to as "load signatures," allowing for four 
classifications. Lamps and toasters are examples of Type I 
appliances, which have binary ON/OFF states. Type II 
equipment, which includes washing machines, has many 
finite states with distinct patterns. Type-III equipment, such 
as dimmer lights, have continually fluctuating usage, which 
makes disaggregation challenging. Finally, Type-IV 
equipment, such as television receivers, is constantly 
operating, resulting in specific consumption characteristics. 
These categories help to understand energy use without 
requiring further equipment deployment.  

Moreover, Kelly, J et.al. [17, 20], focused on using deep 
neural networks to energy disaggregation using the UK-
DALE dataset. Salerno, V.M. et.al, employed LSTM, 
regression networks and denoising autoencoders in their 
study, surpassing previous methods like combinatorial 
optimization and factorial hidden Markov models on real 
aggregate power data from five appliances. Their models 
demonstrated notable performance on unseen homes. In their 
work they address the challenges in power disaggregation, 
highlighting issues with Artificial Neural Networks (ANNs) 
and Factorial Hidden Markov Models (FHMMs). ANNs 
demand extensive training and large datasets for optimal 
performance, while FHMMs face computational burdens and 
scalability issues [21]. To overcome these, the study suggests 
employing extreme learning machine technique, utilizing 
randomly selected hidden units and analytically computed 
output weights. Results demonstrate its superiority over 
FHMMs and ANNs on the UK-DALE dataset [17], showing 
better generalization to new homes and reducing the need for 
extensive training data. 

In Section III the methodology to this is explained which 
includes the dataset preprocessing steps and NILM dataset 
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generation based on the provided combinational formulations. 
The architecture of the classifier selected is also explained 
including its feature extraction methods. In Section IV, results 
and discussion section the results generated from the 
classifier used and the other available classifiers of the 
AEON toolkit are listed. 

III. METHODOLOGY 
The choice of a high-quality dataset is crucial for 

successful AI project which influences the subsequent model 
selection and preprocessing methods. Typically, iterative 
trial-and-error processes determine the most suitable models 
and techniques. For this study, the ACS-F2 dataset, which 
has signatures for the most common daily use appliances and 
has a low sampling frequency which is similar to that of the 
commercial energy meters, was selected based on these 
factors. 

A. DATASET 

For this study, the icosys Institute-owned ACS-F2 
opensource dataset [8] was selected. The measurements in 
this dataset are 2 hours long and are kept in separate files with 
the labels A1 and A2. There are 15 different appliance kinds 
and each appliance kind has been sampled from 15 different 
manufacturers, thus the dataset contains 225 samples for 
training and an additional 225 samples for testing. 

Among the electrical variables for classification in the 
dataset are real power (W), reactive power (var), RMS current 
(A), frequency (Hz), RMS voltage (V), and phase of voltage 
relative to current (φ). Among them, real power, reactive 
power, perceived power, power factor, and RMS current are 
considered for classification purposes. 

The ACS-F1 dataset comprised the following items: 
microwaves, coffee machines, mobile phones (with battery 
chargers), LCD TVs, Hi-Fi systems with CD players, laptops, 
computer stations with monitors, refrigerators and freezers, 
and printers. 

More appliances, including fans, kettles, incandescent 
lights, shavers, and monitors, were added in the second 
version. There are originally around 360 time steps in each 
sample for every device in the collection. The total number of 
samples per appliance is changed after preprocessing, which 
handles NaN values and performs zero padding to match the 
sample lengths. Figure 3 shows the algorithm flow, research 
workflow, and the procedure from dataset preprocessing to 
the result generation of the trained model. 

Figure 3: NILM algorithm workflow 

1) Preprocessing: The dataset is preprocessed to address 
any discrepancies or missing values before model training 
and assessment. Among the preprocessing actions are: 

a) Extracting data from dataset files: The dataset is 
made up of files in different formats. Data extraction from 
these files is needed to make additional processing and model 
training easier. 

b) Handling Outliers: Removal of Nan values and 
other outliers is essential to ensure the authenticity of training 
results.  

c) Padding Values and Interpolation: The sample 
size might decrease for certain subclasses due to outlier 
removal. If deleted values lie between two adjacent ones, 
they can be substituted with an interpolated value. Also, if 
the sample counts across subclasses aren't balanced, padding 
should be applied to minimize impact on the original dataset. 

d) Normalization: To promote model convergence 
and ensure consistency across features, the dataset is 
standardized to a uniform scale.  

e) Storing Preprocessed dataset: The preprocessed 
dataset is stored separately from the original files. This 
facilitates efficient model training by reducing the 
computational overhead.  

2) NILM Dataset Generation: To train a model for 
NILM, we combine data from individual appliances using 
various combinations of appliances for the training and 
testing data. In this study, four appliances of daily use are 
selected and controlled by their on/off states using software 
filters for all relevant electrical parameters during the training 
session to generate the desired NILM dataset. Amongst the 
selected four appliances, all of their 15 appliance model 
catagories are included. For this, we apply binary logic to 
turn on and off all four appliances sequentially and one 
appliance model from each appliance at a time so in total 16 
aggregated classes are genereated in which since, each 
appliance has 15 different models, turning on and off all 15 
models of the same appliance at a time makes the total count 
of unique aggregated appliance data to be 3375 for 
classification. Making use of both A1 and A2 instances of 
data provided the total data instances will be 6750. By 
applying this logic and generating all aggregated patterns, all 
possible combinations for anyone using any model of these 
four appliances are covered.  As the dataset lacks apparent 
power, we calculate it using equation (3,4). This aids in better 
training of the model by incorporating more relevant 
features, given the large number of overall classes in this 
approach.  

Real Power is combined using equation (1), where the 
summation of all powers from different appliances is used in 
the aggregation of data. Reactive Power using equation (2) 
reactive power is aggregated directly using the summation of 
several appliances. Since power factor couldn’t be added 
direclty, its obtained using the relational formula of power 
which is obtained from equations (1,2,3,4). When all the 
powers are obtained, the aggregated powerfactor is 
caluclated using the genral formula from equation (5)    

 
 𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = ∑ 𝑃𝑃𝑘𝑘𝑛𝑛

𝑘𝑘=0  (1) 
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 𝑄𝑄𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = ∑ 𝑄𝑄𝑘𝑘𝑛𝑛
𝑘𝑘=0  (2) 

 𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = �𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 + 𝑄𝑄𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡  (3) 

 𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = �(∑ 𝑃𝑃𝑘𝑘𝑛𝑛
𝑘𝑘=0 )2 + (∑ 𝑄𝑄𝑘𝑘𝑛𝑛

𝑘𝑘=0 )2 (4) 

 𝛷𝛷𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = ∑ 𝑃𝑃𝑘𝑘
𝑛𝑛
𝑘𝑘=0

∑ 𝑆𝑆𝑘𝑘𝑛𝑛
𝑘𝑘=0

 (5) 

In Table I below, the samples of raw data collected from 
listed appliances are shown. Each row represents a single 
timestamp, with measurements recorded for different 
appliances. One notable aspect observed in the table is the 
variation in the load characteristics, ranging from 
predominantly inductive loads to those exhibiting slight 
capacitive behavior. Accurate load disaggregation and 
appliance identification in NILM systems depend on an 
understanding of these distinctions.  

The NILM measurement data for the identical group of 
appliances shown in Table I are reported in Table II. It is 
crucial to remember that Table II showcases just one of the 
numerous combinations possible in NILM analysis. In this 
particular combination, highlighted in green, the 
characteristics of the two appliances are aggregated, while 
the other two appliances are turned off, as indicated in gray. 
Such combinations allow for the examination of various 
scenarios to better understand the behavior of individual 
appliances and their collective impact on the overall power 
consumption profile. 

TABLE I.  SAMPLES OF MENTIONED APPLIANCES 

a. Note: The raw data samples in the table represent measurements recorded at single timestamps for 
various appliance types. The data for each appliance type is from a certain model of that appliance 

and doesn’t represent the total number of appliance models in that appliance type category. 
Different load characteristics, such as inductive or capacitive, might affect the overall profile of 

power consumption. Data collected from [8]. 
 

TABLE II.  NEW DATA GENERATED BASED ON NILM ALGORITHM 

a.  Note: Table II displays measurement values for NILM analysis, representing one of several 
possible combinations of appliance states. Green highlights denote active appliances, while 

gray indicates inactive ones. The data presented offers insight into the aggregated 
characteristics of appliances under different operational scenarios. 

  

The continuous graphical representation of Table I and II 
for the Coffee Machine and Laptop including their loads 
separately is represented in Figure 4. 

This data represents just one instance among many. 
Among the listed appliances only one of their models is taken 
into account, as demonstrated in Table II. To streamline the 
process, for this research, an algorithm is developed that’s 

capable of directly aggregating data according to the 
proposed algorithm and feeding it to the model without 
additional processing or storage requirements as shown in 
Figure 5. Through this approach, we anticipate generating 
6750 unique combinations of aggregated appliances. 

Figure 4: Appliance Load Combinational Graphs 

Figure 5: Auto appliance on/off algorithm for training of NILM system 

B. Models From AEON Toolkit 

Designed to make machine learning research and testing 
easier, the AEON toolkit [11] is a flexible python package. 
Time series analysis, picture classification, and other 
techniques are supported by AEON, which provides a large 
selection of models and algorithms. Both practitioners and 
researchers may easily investigate and use cutting-edge 
machine learning techniques. Research in a variety of areas, 
including data analysis, pattern recognition, and beyond, 
benefits greatly from the use of AEON because of its versatile 
and strong capabilities. 

The models utilized in this research comprise those found in 
the AEON toolkit [11], which offers a variety of models for 
different approaches. However, for this research, only the 
time series classification models are considered. The types of 
classification techniques used by models in the AEON toolkit 
are listed below: 

Appliance 
Single Sample from Dataset 

Real Power Reactive Power Apparent Power 
Coffee Machine 0.104 -3.226 3.227675944 

Fridge 48.551 18.53 51.96691737 
Kettles 955.803 -1.035 955.8035604 
Laptops 36.115 -13.426 38.52986765 

Appliance 
Data Generated For NILM 

Real Power Reactive Power Apparent Power 

Coffee Machine 0.104 -3.226 3.227675944 
Fridge 0 0 0 
Kettles 0 0 0 
Laptops 36.115 -13.426 38.52986765 

Total 36.219 -16.652 41.75754359 
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• Feature Based  

• Convolution Based 

• Distance Based 

• Interval Based 

• Shapelet Based 

Carl H. Lubba et al. [22] utilized 7700 features from the 
HCTSA feature extractor. After filtering the raw HCTSA 
features and applying a threshold to their calculated p-values 
through classification problems, the feature count was 
reduced to 4791. These filtered features underwent additional 
classification tasks, and by arranging them according to their 
accuracies and applying a threshold value, the top-
performing 22 features were identified, resulting in the 
creation of the CATCH22 Classifier. The feature extraction 
process for CATCH22 is summarized in Figure 6. 

Figure 6: Process of CATCH22 feature selection [22] 

Utilizing these techniques researchers have developed and 
modified numerous models some of them tested for this 
research are; the CATCH22 Classifier (Canonical Time-series 
Characteristics) [22], ROCKET Classifier (Random 
Convolutional Kernel Transform) [23], Signature Classifier, 
Arsenal Classifier [24], Supervised Time Series Forest 
Classifier, Time Series Forest Classifier, Canonical Interval 
Forest Classifier [25], K Neighbor Time Series Classifier 
[26], RDST Classifier (Random Dilated Shapelet Transform) 
[27], CATCH22 [22], an acronym for CAnonical Time-series 
CHaracteristics is a very efficient classifier for efficiently 
classifying time series data. The working principle of 
CATCH22 mostly revolves around selection of best 

performing features from the Highly comparative time-series 
analysis (HCTSA) [28] MATLAB toolbox. This toolbox has 
the capability of extracting massive number of features. Its 
total capacity constitutes of over 7700 features in which each 
feature has a unique scientific formulation.  

These finalized 22 features are computationally less 
expensive than the total 7700 features of HCTSA. The 
CATCH22 features computationally take around 0.5sec for a 
total of 10,000 samples which is comparably 1000 times 
faster than the total computation of HCTSA from MATLAB. 

These extracted features are then fed into a chosen classifier. 
CATCH22 itself is not a model but rather it’s a feature 
extraction method. Its 22 features are extracted from the input 
time series data and after the transformation is applied to the 
data the CATCH22 Classifier, which is a wrapper provided 
with the Canonical feature extraction method, uses the 
random forest classifier from scikit-learn.  

IV. RESULTS AND DISCUSSION 
The ACS-F2 dataset was utilized to create a NILM dataset 

specifically for this study, focusing on four selected 
appliances of our daily use, mimicking real-world scenarios 
where multiple appliances may be in use concurrently. Each 
appliance in the ACS-F2 dataset encompasses data from 15 
different models from various manufacturers, providing a 
diverse range of appliance characteristics. The selection of the 
ACS-F2 dataset was driven by its low-frequency sampling, 
which aligns with the sampling frequency of many 
commercial energy meters. This compatibility ensures that the 
generated NILM dataset closely resembles real-world energy 
consumption patterns. The confusion matrix for CATCH22 
on the test aggregated dataset could be seen in Figure 7. 

Figure 7: Confusion Matrix for CATCH22 Classifier 

A set of machine learning classifiers were utilized in this 
study and making use of best performing time series 
classifier. Amongst all listed Classifiers the CATCH22 
classifier outperformed all of the other ones. That’s because 
of its operational methodology of extracting the best 
performing 22 features which results in its exceptional 
performance. The accuracy for the total of 3375 test samples 
of aggregated data comes out to be 92.1%. The precision, 
recall and F1 score being 93%, 92% and 92% respectively. 
The performance comparison for the different models 
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benchmarked on the proposed NILM dataset are included in 
Table III. 

TABLE III.  PERFORMANCE COMPARISON TABLE 

b. Note: These values were obtained from the test set 

CONCLUSION 
To summarize, this study on Energy Disaggregation has 

significantly addressed the technology gap between energy 
generation and consumption. It not only gauged state of the 
art algorithms essential for implementing NILM but also 
pioneered a unique framework for generating aggregated 
appliance electrical patterns using disaggregated appliance 
data from the ACS-F2 dataset. The CATCH22 Classifier, has 
been effectively implemented for Energy Disaggregation 
using the proposed dataset, achieving a staggering accuracy 
of 92% on the test set. This approach is the first of its kind on 
the ACS-F2 dataset as per our knowledge. The significance of 
this research lies in the compatibility of the dataset's sampling 
frequency with that of commercially used energy meters, 
ranging from 1 Hz to 10 Hz. Moreover, by utilizing 
disaggregated signals from appliances, it could become 
feasible to analyze their electrical or mechanical health in the 
future to enable predictive maintenance. This study concludes 
by demonstrating how successfully the proposed data 
generation methodology and the CATCH22 classifier can be 
used together for NILM. The study emphasizes the usefulness 
of NILM in situations found in the real world, highlighting 
their effectiveness and possible influence on energy 
management strategies. 
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Relevance Classification of Flood-Related Tweets using XLNET Deep 

Learning Model 

 

Abstract: 

Floods, being among nature's most significant and recurring 

phenomena, profoundly impact the lives and properties of tens 

of millions of people worldwide. As a result of such events, social 

media structures like Twitter often emerge as the most essential 

channels for real-time information sharing. However, the total 

volume of tweets makes it hard to manually distinguish between 

those relating to floods and those that are not. This poses a large 

obstacle for responsible government officials who need to make 

timely and well-knowledgeable decisions. This study attempts to 

overcome this challenge by utilizing advanced techniques in 

natural language processing to effectively sort through the 

extensive volume of tweets. The outcome we obtained from this 

process is promising, as the XLNET model achieved an 

extraordinary F1 rating of 0.96. This high degree of overall 

performance illustrates the model’s usefulness in classifying 

flood-related tweets. By leveraging the abilities of the XLNET 

model, we aim to provide a valuable guide for responsible 

governance, aiding in making timely and well-informed choices 

during flood situations. This, in turn, will assist reduce the 

impact of floods on the lives and property-affected communities 

around the world. 

Keywords: Text classification, LSTM, Multi-head Attention, 

Flood, Tweets 

1. INTRODUCTION 

Natural disasters, like floods, can cause excessive 

destruction to communities and residences. In the 

contemporary generation, social media platforms have 

emerged as treasured resources of statistics during and after 

such disasters. Twitter, in particular, plays an important 

position in disseminating real-time updates. However, the 

full extent of tweets generated through these events can 

overwhelm responsible governance, making it hard to 

identify pertinent information. 
 

To deal with this problem, we advocate a text class 

framework making use of a machine learning model known 

as XLNET. XLNET is one of the latest deep learning 

models well-known for its splendid performance across 

various natural language processing (NLP) responsibilities. 

By leveraging XLNET's competencies, our goal is to 

construct an effective solution for classifying flood-related 

tweets. This framework could be an effective tool that can 

be utilized by government agencies, helping them quickly 

identify the relevant information amidst the vast amount of 

information on Twitter, thereby helping to enable 

appropriate and timely decision-making. 

2. LITERATURE REVIEW 

Text classification is a key task in the broader framework 

of NLP, which aims at grouping text into predefined classes 

or categories. This task constitutes various jobs, such as 

spam detection, sentiment analysis, and theme 

categorization, among others. It is noteworthy, that there 

have been significant studies carried out on detecting 

natural disasters and the usage of social media and satellite 

imagery [2]. In recent years, social media structures, 

specifically Twitter, have emerged as precious assets of 

facts, in particular, especially during times of crisis [3]. 
 

Several studies have been carried out on taking benefit 

from social media for disaster reaction and management. 

For instance, Palen et al. (2010) [4] analyzed Twitter usage 

during the 2009 Red River Valley flood, identifying 

various sorts of tweets, together with situational 

recognition updates, legitimate alerts, requests for help, and 

emotional support. Similarly, Imran et al. (2015) [5] tested 

Twitter's function during the 2013 Colorado floods and 

highlighted its significance in supplying precious facts for 

disaster reaction and control. 
 

The utility of NLP techniques in analyzing social media 

statistics for the duration of disasters has been widespread. 

Caragea et al. (2011) [6] applied machine learning methods 

to categorize catastrophe-related tweets, attaining an F1 

score of 0.79 on a dataset comprising 9000 tweets from 

three exclusive disasters. 
 

Furthermore, the use of gadget-mastering models for 

flood detection, as demonstrated in Flood Detection in 

Urban Areas Using Satellite Imagery and Machine 

Mastering [7], signifies the ability of such procedures to 

improve situational attention in the course of emergencies. 

Extracting geographically rich know-how from microtexts 

like tweets becomes important for location-based structures 

in emergency services to correctly respond to diverse 

natural and man-made disasters, including earthquakes, 

floods, pandemics, vehicle accidents, terrorist attacks, and 

shooting incidents [8]. 

3. METHODOLOGY 

Figure 1 represents the block diagram of the overall 

methodology used in this study to illustrate the sequential 

steps involved in achieving our objectives. These steps are 

explained in the following subsections. 
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3.1  Text Stream 

In our investigation, we aim to discover the capacity of 
using tweets as a precious source of facts and communique 
during and after disasters. To accomplish this, we rent 
Twitter APIs to extract relevant tweets associated with 
particular catastrophe events. 

For the purpose of model training, we've amassed and 
processed a substantial dataset of 5313 tweets. The 
preprocessing step entails cleansing the data, removing 
noise, and transforming the text into a suitable format that 
can be used for training the model efficiently. 

3.2 Text Pre-Processing 

In the sphere of NLP, the pre-processing stage holds 
massive significance as it includes important tasks 
consisting of data cleansing and transformation. The 
objective here is to convert the raw text statistics into a 
format suitable for training the model [15]. 

3.3 Text Normalization 

Normalization of the text (the next stage in natural language 
analysis) normalizes the text information which later on is 
used to run the analysis. It is surrounded by a chain of 
operations that involves punctuation removal, lower-casing 
of all text, and special characters removal. 

By using these normalization techniques, we attain a 
greater uniform representation of the textual content, 
facilitating powerful evaluation and enabling NLP models, 
including advanced ones like XLNET, to recognize the 
underlying semantic content. This system lays the 
foundation for robust model training, complementing the 
overall accuracy and comprehension of the language used 
within the data. 

3.4 Tokenization 

Tokenization can be seen as the foundational technique in 
NLP. It contributes a lot by working with texts such as 
tweets. It involves segmenting text into tokens, which are 
the basic units upon which most NLP processors operate, 
facilitating various tasks including morphological analysis. 

Therefore, tokenizing our tweet dataset provides the 
necessary structure and training for the required analysis 
and processing of the text. Hence, we proceed to the next 
step which is very essential for an actualization of the 
various roles within the NLP tasks and the extraction of 
meaningful information from the Tweets posted. 

4. MODEL TRAINING 

After preprocessing, the next step taken was the training of 
processed data. The choice of a 2-way type model was 
motivated by [9]. 

4.1  XLNET MODEL: 

XLNET is a complex transformer-based language model 
that employs a permutation-based training approach to 
efficiently capture dependencies amongst all tokens within 
an input series. Interestingly, the architecture of XLNET is 

comparable with many transformer-based models like 
BERT. However, these models have an additional feature 
that sets them apart from their counterparts. Besides the 
above-mentioned attributes performance, this language 
processing model can be identified as unique and indelible 
in the field of NLP [10]. 

XLNET distinguishes itself from BERT in phrases of its 
training goal. While BERT relies upon left-to-right or 
masked left-to-proper training to predict masked tokens in a 
set order, XLNET employs a sequence-based training 
method [13]. In this method during learning, XLNET 
considers all viable changes of the input tokens in 
preference to being constrained to a specific order. As a 
result, XLNET captures two-way context and dependencies 
among all tokens in the enter dataset, main to a greater 
complete and nuanced learning of the language. 

The architecture of XLNET is a hit fusion of the 
strengths discovered in automated fashions like 
Transformer-XL and masked language fashions like BERT. 
This composition boosts XLNET as the top neural language 
representation model, thus achieving a range of activities 
from NLP tasks at large [12]. This approach that shares both 
the input and the output contexts reinforces its ability to 
handle sophisticated language modalities, hence it is a 
proper tool in the realm of multi-lingual natural processing. 

 

 

 

 

 

 

 

 

 

Figure 2: XLNET with 2 sets of hidden representations 

This self-attenuation structure is designed as an 
improvement over the conventional transformer version to 
overcome its limitations. The first component is the content 
movement representation, which is similar to the same old 
self-attention in Transformer. It considers both the content 
xz_t and the position information zt of the target token within 
the input sequence as depicted in Figure 2. By doing this, 
the model can capture even more relevant interactions 
between objects and topics within the context. 

Another approach, termed illustration, is for this model 
to function as a substitute for BERT's [MASK] mechanism. 
It employs query circulation attention to predict the target 
token xz_t based solely on its positional information, 
excluding the actual content. The model has entry to the 
placement information of the goal token and the context 
statistics before that token for making predictions. 

 By incorporating those two types of self-attention 
mechanisms, the Two-Stream Self-Attention architecture 
pursuits to better seize both local and global dependencies 

 
Figure 1: Block diagram of our steps to be followed 
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in the input sequence, thereby enhancing the accuracy of 
predictions for the target tokens. 

The Two-Stream attention mechanism in XLNET leads 
to a target-conscious prediction distribution. The key 
difference between XLNET and BERT lies in their 
pretraining strategies. Unlike BERT, XLNET does not rely 
on data corruption and masking during pre-training. By 
avoiding BERT's masking limitations, as referred to earlier 
in the autoencoder model, XLNET achieves its target focus 
and offers improved overall performance. 

XLNET improves its ability to capture lengthy-variety 
dependencies in comparison to RNNs and general 
Transformers by incorporating Transformer-XL's relative 
encoding scheme and section repetition mechanism. The 
relative positional encoding is implemented primarily based 
on the original sequence, while the segment-level repetition 
mechanism prevents context fragmentation and enables the 
reuse of past sentence segments with new ones, thereby 
maintaining long-term period context. By including phase-
stage repetition in hidden states, XLNET stands apart from 
Transformer, resulting in enhanced overall performance and 
better handling of remote dependencies. 

  XLNET integrates Transformer-XL into its improved 
training framework, permitting the incorporation of the 
repetition mechanism. This mechanism is used in the 
proposed permutation setting of XLNET to reuse hidden 
states from previous segments. However, the factorization 
order within the permutation from preceding segments is not 
cached and reused in future computations. Only the content 
representation of the section is retained in the hidden states, 
allowing for efficient handling of long-range dependencies 
without the need to store and reuse the whole factorization 
order. 

LSM and Multi-head Attention Layer: This layer is 

comprised of two sub-layers working together:  

LSM (Likely Long Short-Term Memory): This is a type of 

recurrent neural network (RNN) adept at handling 

sequential data like text. LSTMs can capture long-term 

dependencies within sentences, crucial for tasks like 

sentiment analysis or machine translation. 

Multi-head Attention: This is a mechanism that allows the 
model to focus on specific parts of the input text that are 
most relevant to the current processing step. It essentially 
helps the model pay attention to different aspects of the 
input simultaneously. 

Output Layer: This layer takes the processed data from the 
previous layer and generates the final output, which could 
be a variety of things depending on the specific NLP task. 
Examples include classification which is classifying the 
sentiment of a text review (positive, negative, neutral), 
machine translation which is converting text from one 
language to another and text summarization which is 
creating a concise summary of a lengthy piece of text. 

 Overall, Figure 3 represents a simplified illustration of 
how a deep learning model can be structured to process and 
analyze textual data. By leveraging LSTMs for capturing 
long-term dependencies and multi-head attention to focus 
on relevant parts of the input, the model can learn complex 
patterns within the language and perform various NLP 
tasks. 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.2 MODEL STRUCTURE 

The XLNET model architecture can be divided into four 
major parts. The initial stage involves processing the entered 
text, where it is tokenized, meaning it is divided into 
individual units or words for further analysis. This process 
essentially operates with word vectors, resulting in low-
dimensional representations of the textual input being used. 

Subsequently, the XLNET layer dissects the text 
representation and further extracts features. Such operations 
capture crucial patterns from the input text and then the 
result is transferred into Long Short-Term Memory (LSTM) 
and Multi-head Attention layers. 

The LSTM is a type of recurrent neural network 
designed to capture context information from input 
sequences. It achieves this by using input gates, forget gates, 
and output gates to control the flow of information. The 
LSTM selects relevant memory feature vectors and 
integrates them to generate meaningful output. 

Finally, the Multi-head Attention Layer calculates the 
probability of attention from multiple perspectives. This lets 
the model assign distinctive weights to the extracted feature 
vectors, essentially giving greater importance to certain 
parts of the input text. By doing so, the model aims to 
acquire effective text classification. 

5. DATA SPLITTING 

We split our dataset into two components, trainnig and 
validation sets, as shown in Figure 4. 

 

 

Figure 4: Splitting of the datasets 

5.1 Training Dataset:  

This is a subset of the data used to train the model. The 

model learns patterns and relationships from this data. 

 
Figure 3: Layers of XLNET 
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5.2 Validation Dataset:  

This is another subset of the data used to assess the model's 

performance on unseen data. It's essential to prevent 

overfitting, which occurs when a model performs well on 

the training data but poorly on new data. 
 

The training dataset constituted 80% of the complete 

dataset, at the same time as the validation dataset consists of 

20% of the dataset. These separate datasets were used to 

train the model, investigate its performance at some point of 

validation, and eventually, compare its generalization on the 

test set. 

6. TESTING 

To evaluate the effectiveness of our model in classifying 

tweets as it should be, we tested it on a set of tweets. The 

model achieved an outstanding F1 score of 0.96 on the test 

dataset. This high F1 score shows that the model 

demonstrates sturdy overall performance and reliability in 

classifying tweets with an excessive stage of accuracy. 

 

7. RESULTS AND DISCUSSION 

From the results presented in Table 1, it is evident that our 

model achieved an accuracy of 94.16% on the test set. This 

accuracy rate reflects the model's ability to correctly classify 

tweets with a high level of precision. Looking ahead, we 

intend to further improve the model's performance by fine-

tuning various parameters. Despite the impressive accuracy 

achieved, we also evaluated the model's performance using 

the F1 score metric, which demonstrated an outstanding 

score of 96%. This high F1 score indicates a robust 

performance in both precision and recall, underscoring the 

effectiveness of our model in classifying tweets accurately. 
 

Table 1: Results of XLNET Model on test set 

Method F1 Score Accuracy 

XLNET 0.960 0.9416 

 

8. CONCLUSION 

In our paper, we tackled the significant challenge of 
identifying relevant tweets in the after a flood occurance, 
recognizing the important role of timely and accurate 
information for informed decision-making by governmental 
authorities. Leveraging advanced techniques in NLP, 
particularly XLNET, enabled us to efficiently sift through 
the immense volume of tweets generated during such 
events. 

Our findings underscore the potential of deep learning 
models, such as XLNET, in addressing complex challenges 
at the intersection of natural disasters and social media. By 
effectively harnessing these technologies, we have 
demonstrated the capability to extract valuable insights 
from large-scale social media data, thereby facilitating more 
effective disaster response strategies. 

Furthermore, our research highlights the importance of 
ongoing innovation in the field of NLP, particularly in the 
context of disaster management and response. As the 
volume and complexity of social media data continue to 

grow, leveraging cutting-edge techniques like XLNET will 
be essential for improving the efficiency and accuracy of 
information extraction and decision-making processes in 
disaster scenarios. 
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Exploring Political Emotions: Sentiment Analysis of Urdu Tweets 
 

 

Abstract—This research is a multi-text categorization based 

on a collection of Pakistani political texts. The major goal of 

this research is to use Natural Language Processing (NLP) and 

Machine Learning classification models to categorize multi-text 

for Urdu. Political tweets from 13 different Pakistani famous 

leaders were collected for this research. These politicians make 

use of the platform to promote themselves and engage with 

their supporters. To analyze the model accuracy the desired 

dataset is divided into six categories which have been composed 

of their official Twitter account. We also collect top trends 

from Pakistan and around the world to examine current 

trends regularly. In the proposed research, the major political 

corpus data comprises of 1300+ tweets in the Urdu language, 

encompassing political policies, campaigns, opinions, and so 

on. 

Sentiment analysis is an essential component of every 

deep learning approach. For that, we have used the deep 

learning approach i.e. sentiment analysis of the politician since 

it provides insight their moods and views on a certain topic. 

Furthermore, text corpus pre-processing is conducted utilizing 

NLP techniques, such as data cleaning, data balancing, and 

stop word removal. TF-IDF is used as word filtering for fea- 

ture extraction count vectors. Machine Learning classification 

algorithms such as SVM, Decision Tree, XGboost, Random 

Forest, and for implementation of neural network we have 

used Word2vector. 

 

1. Introduction 

Sentiment analysis in politics uses Natural Language 
Processing (NLP) and linguistic computing to understand 
how people feel about a political term [1]. Textual data 
mining is used to identify linguistic patterns that reveal an 
individual’s emotional, affective, cognitive state, attitude 
toward something or someone, personality traits, and other 
psychological con- structs. Sentiment analysis can be used to 
gauge the response of masses towards a politician’s political 
attitude on any topic. For example, if people are satisfied 
with the stance of a political leader on a specific policy 
matter, the same is expressed in their views which may be 
propagated through various mediums such as interviews, 
facebook posts, tweets etc. Gathering and anlaysing political 
sentiments of masses is important, as public opinion has 
a significant impact 

on elections and policy. It enables citizens’ views to be analyzed. 
Anger and delight are the two most commonly expressed 
emotions in politics. These feelings can be found on both sides 
of the political aisle, but they are often aimed at politicians 
[1][2]. 

Looking at the classical methods which were used previously 
were mainly based on traditional surveys. The purpose of 
conducting political surveys is to understand registered voters’ 
opinions and emotions. Many different groups, including 
political parties, Political action commit- tees, consultants, 
council members, state departments, local school districts, and 
candidates, use questionnaires of this type. Political survey 
questions can be used to learn more about base of support and 
the wants and requirements of the general populace. By asking 
voters these questions, political campaigns and activist groups 
can better understand their voters’ priorities and develop policies 
that are more likely to win their support. In addition, such 
surveys can better understand the political environment and 
political campaign strategies and increase support from potential 
voters [3]. However, extensive surveys need considerable money 
and time. Political parties now emphasize the use of social media 
as a better and cheaper alternative for collection and anlaysis of 
political sentiments. Social media provides a power toll for 
monitoring and anlayzing political sentiments/opinions, resulting 
in an increased focus on social media platforms from political 
parties. Recent years have seen a dramatic increase in the use of 
Twitter as a platform from which political opinions may be 
shared and a conversation with ordinary citizens can occur. 

In recent times, text mining has become more relevant due to 
the abundance of various data kinds from various sources, 
primarily in the form of semi-structured and un- structured data. 
The main objective of text mining is to en- able users to extract 
data from diverse sources and then carry out a variety of 
activities, including data retrieval and clas- sification 
(supervised, unsupervised, and semi-supervised), data mining, 
and NLP for automatic classification [4]. Po- litical sentiment 
analysis has been the subject of multiple research projects in 
various languages, including English, German, Chinese, and 
others [5]. The 2009 German federal election was the primary 
focus as discussed by the Tumasjan et al. [6]. Twitter was used 
to monitor public opinion and predict the outcome of the 
election. In the neighborhood  of  a  hundred  thousand  
tweets,  they 
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looked for mentions of politicians or political parties. They 
analyzed the tweets for sentiment using the LIWC2007 tool 
[7]. LIWC is a reliable text analysis program designed to 
extract emotions, ideas, and personality from their actual 
text. They reasoned that the more tweets a candidate had, 
the better their chances of being elected. Online sentiment 
analysis was performed by [8] to predict the percentage of 
votes each contender will receive in the 2011 Singapore 
presidential election. Using Twitter data, [9] demonstrated 
a real-time sentiment application system for the 2012 US 
presidential election. 

According to Ringsquandl et al. [5], the campaign on 
Twitter of the presi- dential candidates from the Republican 
Party was examined. The authors of the study came to the 
conclusion that politi- cians and the topics they address have 
a stable semantic link by combining the frequency of noun 
phrases with their PMI value and placing a constraint on 
aspect extraction. This new notion was presented in their 
study. Arabic text classification using the WEKA software 
was utilised to centre on the 2012 Egyptian presidential 
elections [10]. The scientists concluded that, of the various 
methods they tested, the Naive Bayesian approach was the 
most accurate and error-free. The purpose of studying Hindi 
tweets prior to India 2016 general state election was to 
enable informed prediction- making [11]. They extracted 
42,235 Hindi tweets from the Twitter Archiver, analysed 
them using the SVM, dictionary- based, and Naive Bayes 
approach, and categorised them as “positive” “negative” or 
“neutral.” Based on the results, the SVM predicted that the 
BJP had a 78.4 percent chance of winning additional seats in 
the general election as a result of the strong emotional 
response they received in their tweets. The Indian National 
Congress came in second with 26 out of 126 constituencies 
in the 2016 general election, while the Bharatiya Janata 
Party (BJP) won 60. This was significantly higher than any 
other political party [11]. 

Urdu is categorized as an Indo-Aryan language and is 
spoken extensively throughout South Asia. In addition to 
being the official language of Pakistan, it is also one of 
22 languages on India’s schedule that enjoy de jure official 
status. Nepal too has its own regional dialect of Urdu. Over 
70 million people use it as their first language and over 
100 million people use it as a second language, mostly in 
Pakistan and India [12]. 

Even though English is the de facto social media lan- 
guage, people all around the globe still prefer to keep 
their words to themselves. Social media users ought to 
have the ability to communicate in a variety of languages, 
including Urdu, in addition to English. A major language 
in South Asia, Urdu is spoken by a huge number of native 
speakers. The absence of a conventional writing system in 
Urdu, however, makes it challenging to extract valuable 
information from written texts. Urdu sentiment analysis is 
still in its early stages, and the field of digital linguistics 
is booming, although studies on the language are few and 
far between [13][14]. This study lays the groundwork for 
future research into the feasibility of using Twitter to assess 
public sentiment on Urdu politics. Examining the sentiments 
expressed in the tweets collected for this study allowed us to 

 

 
 

 

Figure 1. Total Number of Corpus (1300 Tweets) 

 

 

identify their polarity, whether they were good or negative. 
Our contribution through this research is that we have 
created the “Urdu Sentiment Corpus (USC)” dataset and 
insights from Urdu tweets for sentiment analysis and po- 
larity recognition. The dataset comprises tweets that cast a 
political shadow and present a competitive climate between 
political parties and the Pakistani government. We have 
gathered the tweets manually without using any application 
programming interface (API) or Python library. Approxi- 
mately 1300 tweets were collected from the Urdu language 
from thirteen different Pakistani Politicians, with 702 entries 
being positive (P) and 613 being negative (n), as shown in 
Figure1. This research describes visual insights into literary 
similarities, manifold learning, and other topics. In addition, 
this research proposed a Parts-of-Speech-wise analysis and 
applied Machine Learning (ML) algorithms, i.e., Logistic 
Regression, Decision Tree Classifier, Xgboost, Random For- 
est, and word2vector, on Urdu texts. We have investigated 
different approaches for developing Urdu-based sentiment 
analysis applications. Some of the following factors that 
we considered and accounted through this research are 
as follows: 1) Improving political sentiment classification 
accuracy. 2). Recognizing and classifying emotions in Urdu 
tweets is a challenging task. 3). Different machine learning 
and deep learning techniques were investigated for Urdu 
sentiment analysis. 

 

1.1. Methodology 

1.2. The Dataset 

This section discusses the dataset’s history, data gather- 
ing process, problems, and the dataset cleaning procedure, 
followed by the data labeling mechanism. 

1.2.1. Background. The tweets were gathered on February 
17, 2022. Mr. Imran Khan, Chairman of Pakistan The reek- 
e-Insaf (PTI), was the 22nd Prime Minister of the Islamic 
Republic of Pakistan during the period given. Meanwhile, 
other opposition groups such as the Pakistan Muslim League 
(PML-N), Pakistan People’s Party (PPP), and Jamiat Ulema- 
e-Islam (F), among others, were criticizing the government 
and forming the Pakistan Democratic Organization (PDM), a 
political movement in Pakistan. It was formed in September 
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Figure 2. General Methodology 
 

 

2020 as an opposition alliance against Prime Minister Imran 
Khan, accusing his administration of manipulating the 2018 
Pakistani general election, bad governance, political perse- 
cution of opponents, and mismanagement of the economy 
and foreign affairs. Several dissidents from Khan’s Pakistan 
Tehreek-e-Insaf (PTI) also joined the battle. The campaign 
successfully ousted Imran Khan in a no-confidence vote on 
April 10, 2022. As a result, the national assembly of Pak- 
istan chose Mr. Shehbaz Sharif as the 23rd Prime Minister of 
the Islamic Republic of Pakistan. Imran Khan said the U.S. 
was behind his ouster because he pursued an independent 
foreign policy and maintained close relations with China and 
Russia. His expulsion sparked outrage among his supporters 
across Pakistan. Imran Khan said that the PTI would begin 
the anti-government march. Although the data presented in 
the dataset exhibit a competitive political attire, we cannot 
say the political showcase dominates the entire dataset. 

 
1.2.2. Twitter Top Trends. Based on who you follow, your 
interests, and your location, an algorithm creates trends that 
are tailored to you. To help you find the most talked-about 
new topics on Twitter, this algorithm finds popular topics 
right now, not ones that have been popular for a long or 
even every day. One of the factors the algorithm takes into 
account while ranking and recognising trends is the quantity 
of Tweets connected to them. Additionally, if trends and 
hashtags are connected to the same topic, an algorithm will 
group them [15]. 

Some trends may include a # indicator before the word 
or phrase. This is known as a hashtag, and it is used 
primarily in Tweets to identify them as related to a given 
topic so that others can follow the conversation in search. 

In our research, we have occasionally collected top 
trends in Pakistan and worldwide. Figure 3 shows some 
people political interest, which changes with time. These 
trends are managed manually. 

 
1.2.3. Data Collection and Challenges. Most previous 
papers extract data, i.e., tweets, through API and some 

 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

Figure 3. Top Trends on Twitter (Pakistan and Worldwide) 
 

 

Python libraries. Our research gathers the tweets manually 
without using any API or python library. Approximately 
13K+ tweets were collected in the Urdu language from 
thirteen different Pakistani Politicians. Figure4 shows the 
overall view of the dataset, which was collected manually 
from Twitter. Although it can be seen as overwhelming in 
size, there are significant challenges in dealing with the data, 
which are listed below: 

 

Figure 4. Urdu Tweets Dataset 

 

 

1.2.4. Word Segmentation. One of the most challenging 
difficulties to solve in Urdu (or any Perso-Arabic script 
language, such as Sindhi) or English words. It commonly 
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happens when a user searches the Urdu corpus for English 
terms. The reader may read the word/words without diffi- 
culty, but the total corpus/words are treated as a single token 
for the computing task [16]. 

1.2.5. Duplicate Data. While collecting the tweets, some 
of them were duplicated. Later, while training the desired 
dataset, these duplicated data were removed. 

1.2.6. Has-Tags. As discussed previously, a hashtag is a 
term or phrase that begins with the # symbol and is used 
to classify and associate any text/tweet with a trend/topic. 
Similarly, has-tags can produce a redundant set of tweets if 
these are added in replies. 

1.2.7. Data Preparation and Cleaning. Following the 
completion of the tweets collection activity, the procedure of 
data cleaning begins. While collecting tweets, we manually 
cleaned the data formally. Still, there were some regular 
expressions and URLs left. The issues are resolved in two 
steps. Thus, for a tweet, the first step involves the removal of 
URL anchors, Twitter handles, and has-tags therein, through 
the utilization of Regular Expressions, such that doing so 

will transform into the modified tweet [17]. Let Θ(β, Γ) 
be the function that takes a RegEx pattern B and text and 

gives you the ∆τ in return. The next step, ∆τ is inducted 
into a hash-set (H) to gather the unique set of tweets. 
Algorithm1 defines the whole process applied to the entire 

collection of tweets T , such that T = T1, T2 Tn. 

 

 

 
We have employed the has-set because, under the hash 

function, the redundant tweets collide to have the final result 
in the form of a set of separate tweets. Dictionaries or Hash- 
maps can be used as an alternative to hash-sets. 

Lastly, we have tokenized the dataset and extracted the 
distinct words in the corpus. Then we manually performed 
the segmentation on the tokens, where space was not in- 
serted after non-joiners. 

1.2.8. Data Labelling. We created the ’Urdu Sentiment 
Corpus (USC)’ dataset and insights from Urdu tweets for 
sentiment analysis and polarity recognition as part of this 
research. The dataset is composed of tweets that cast a 
political shadow and present a competitive climate between 
political parties and the Pakistani government. Overall, the 

dataset contains around 1300+ tokens, with 702 entries 
being positive and 613 being negative. In addition, this 
research describes visual insights into literary similarities, 
manifold learning, and other topics. 

Each tweet in the dataset was manually labelled with 
two sentiments, i.e., Positive (P) and Negative (N). The 
label was considered positive, where the corpus shows the 
good aspects of a situation based on thought, feelings, and 
judgment. On the other hand, the negative sentiment shows 
the facts, concerns, or experiences based on unpleasant 
moments, depressing and emotional idealism. 

1.3. Sentiment Analysis on Individual Behaviour 

They are starting from the assumption that the factors 
orienting political choices are always heterogeneous and 
multidimensional. Since Pakistan’s inception, the improper 
functioning of political parties, ineffective leadership, and 
dismemberment of units have been significant contributors 
to a paralyzed political system, which has resulted in a slew 
of problems such as poverty, unemployment, crime, low 
women’s status, child marriage, rape, and gender inequality. 
These are Pakistan’s social difficulties, which, if addressed, 
may make a living more comfortable and society more 
productive. 

This research study explores an individual’s political 
tweets, allowing us to understand their sentiment regarding 
a specific theme. For that, we took two famous and well- 
known Pakistani Politian. Politician 1 and Politician 2. In 
this research, we haven’t mentioned their names—why we 
are not targeting a specific political party or person. As we 
have already said, this research is entirely based on manually 
extracted data from their official Twitter accounts. We ex- 
plored the political factors influencing politician attitude and 
behaviour through these tweets. According to their tweets, 
the latest development in Pakistani politics changes their 
behavior ranges from the first phase. We have collected 
little tweets. But it shows the limits of a superficial inquiry, 
as established by looking at a lot of data. So, for future 
research, it might be useful to use a different technique to 
realise a comparison and to see if the size of the sample 
under consideration and the depth of the analytic technique 
can alter the results and the subsequent consideration. Based 
on political advancement and leading aspects, Figure 5 
shows the tweets of both politicians’ actions. 

2. Machine Learning Classification Algorithms 

A dataset will often have significant particulars that may 
be utilized for generating decisions quickly. No system can 
make intelligent decisions in the absence of the classification 
of such datasets. Therefore, classification algorithms make 
the process easier by removing unnecessary steps, iden- 
tifying important data categories, and generating valuable 
models. Each of the relevant papers can be classified into 
one of three different groups: supervised, unsupervised, or 
semi-supervised. Texts may be classified using a variety 
of different approaches, including SVM, KNN, Logistic 
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Figure 5. Political Behaviour on Individual Personality 
 

 

Regression and Decision Trees, among others. Word2vec 
was utilized for data evaluation in the present research; 
specifically, for the Support Vector Machine (SVM), De- 
cision Trees, XGboost, Random Forest, and neural network. 

 

2.1. SVM Classifier 

 
A supervised machine learning approach for text catego- 

rization that was presented by Salton et al. [18] provides a 
frame- work for the SVM. For text classification, SVM has 
been selected by several researchers. for instance, The SVM 
has several benefits, including excellent accuracy and a 
lower risk of overfitting. SVM are great for text 
classification jobs due to their speed and ability to come up 
with solutions on the fly. It is also categorised as a 
technique for categorising data as linear or non-linear, to 
put it another way. The SVM method employs a non- 
linear mapping methodology to transfer linear training data 
into a higher dimension and look for linear optimum 
separation hyperplanes [19]. 

 

2.2. Logistic Regression 

 
Logistic regression, often known as Linear Regression, 

is a classification issue solution. Its predictive analysis is 
based on probability. The sigmoid function, which is one of 
the more sophisticated algorithms, is the most commonly 
employed in Logistic Regression [20]. According to this 
study, Linear Regression fared well on text categorization, 
ranking first among all classification algorithms with an 
accuracy of 85%. 

2.3. Decision Tree Classifier 

The decision tree algorithm is a supervised learning 
technique used in machine learning. The If-then rule struc- 
ture on which it is based makes it easy to use. The ability 
to comprehend results and deal with relationships between 
features are two of the decision tree’s strongest suits. Not 
only does it function well with numerical data, but also with 
text and other types of data. Avoiding overfitting in decision 
trees is possible through a process called “tree pruning” [21]. 

 

2.4. XGboost Classification 

The supervised-learning algorithm XGBoost (Extreme 
Gradient Boosting) is widely used. On a predefined Urdu 
dataset, we have utilized it for regression and classification. 
It uses a training method that is extremely scalable and 
avoids overfitting by building short decision trees consec- 
utively [22]. 

Wrapper classes are provided by XGBoost so that mod- 
els may be used in the Scikit-learn environment in the same 
way as classifiers and regressors are. Therefore, the entire 
Scikit-learn package may be used with XGBoost models. 

 

2.5. Random Forest Classifier 

It can classify data and run regressions. A decision tree 
is built on the training side. From each tree, it predicts the 
means of regression and classification and assigns classes. 
The idea behind Random Forest is that features are selected 
at random during induction, and that the classification it gen- 
erates is based on a random selection of data points/samples 
from the training data. As far as text classification algorithms 
go, this study is the third. In order to create different decision 
trees, it uses random subspace and tree bagging methods, 
as well as randomly selected data samples from the train- 
ing data [19]. Here, separate trees are built using random 
samples, and the classification decision is anticipated to be 
made by each tree in the random forest. The tagged data 
is permitted to traverse the trees once the entire forest has 
been built. Now we get to the proximities; two occurrences 
are considered closer together by one if they both occur on 
the same leaf node. The total number of trees in the forest 
is used to adjust the proximities [23]. 

 

3. Word2vec and TF-IDF 

The algorithm has difficulty processing raw text and can 
only make sense of numerical data. Therefore, as a first step, 
we must transform the plain text into numerical form. NLP 
can help change the raw text into vectors [24]. 

The feature generated by word embedding features is 
dense and low-dimensional, while the part caused by TF- 
IDF is sparse and high-dimensional. So, it’s also an out- 
standing example of semantic meaning. 

Word2vec embedding, developed by Google in 2013, 
is one of the significant advances. Word2vec’s embedding 
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superiority over TF-IDF is the determining factor in many 
situations [25][26]. In 2017, the Transformer network was 
introduced, and after extensive study, the Research, Bidi- 
rectional Encoder Representation from Transformer, was 
published (BERT). 

3.1. Word2vec 

As a single-hidden-layer neural network model, 
word2vec is essential. Each word in the sentences or corpus 
has its neighbouring words predicted. The model’s hidden 
layer’s learning weights can act as word embeddings. Thus 
we’ll need to get them. Word2vec, in its simplest form, 
transforms a word or phrase into a vector in D-dimensional 
space [27]. 

The purpose of pre-processing data is to organize it into 
a collection of word arrays, which enables additional pre- 
processing. Case folding, tokenization, stemming, stop-word 
removal, and padding are all pre-processing components. 
As a processing advantage, case folding converts all words 
to lowercase, making them uniform and suitable to be 
represented in the Word2Vec method in the same way they 
were before. The next step is tokenization [28], in which 
the text is split into smaller, more manageable chunks called 
tokens. Tokens might be symbols, phrases, or other discrete 
items with a clear meaning. The purpose of eliminating filler 
words is to narrow attention to only the most relevant terms 
in preparation for further processing. Lemmatization is a 
method for standardizing text that transforms each word into 
its stem form. The lemmatizer function from the UrduHack 
library is used in the research. During the preparation phase, 
padding is the last step. This is a crucial stage since it 
ensures that all LST training input papers are of the same 
length. Finally, all the documents in the data collection are 
under the minimum required word count. This occurs when 
the document’s size exceeds the maximum allowed length 

when the token ” < pad > ” is inserted [29]. 

3.2. Training of Word2vec 

The author [30] recommend using Word2Vec. By us- 
ing a neural network architecture, the Word2Vec training 
process allows the system to grab vector representations of 
words. The pre-processed Urdu political tweet data is used 
as the input for training the Word2Vec algorithm. Word2Vec 
takes as input a set of pre-processed Urdu political tweets 
and produces vector representations of each word. The 
creation of a vocabulary from input data is the first step 
in the process of developing a Word2Vec model. 

After that, we learn a vector representation of the word. 
Both negative and positive sampling are utilised to evaluate 
the performance of the Word2Vec model embedded in this 
study. Figure6 provides a visual breakdown of the various 
Word2Vec layouts. The original proposal for the hierarchical 
sigmoid function can be found in Morin et. al. [31], which 
proposes a binary tree structure of the vocabulary set with a 
word count (W), with each word represented by a leaf node 
and each node having a determined probability for its 
child nodes 

[32]. The probabilities of the words are assigned using a 
random walk. As in Generative Adversarial Networks [33], 
presented negative sampling, which is predicated on the 
estimate of noise contrast; that is, a decent model should 
be able to distinguish between the genuine signal and the 
fake signal using logistic regression. The dimensions of 
word2vec are chosen to be in the range of 100 to 300 since 
this is the range most frequently used in existing research. 
The features of high-dimensional spaces are also lost if we 
choose dimensions smaller than 100. 

 

Figure 6. Word2vec Model Layers 
 

 

3.3. Word2vec using LSTM 

The LSTM is trained to develop a model for the senti- 
ment classification model. On the other hand, testing aims to 
evaluate how well the classification model functioned after 
training [32]. 

By “word embedding,” we mean the technique of mod- 
eling a document’s vocabulary with a set of vectors. Word 
embeddings may be learned more easily with the help of 
the embedding layer. Glove and Word2Vec are two meth- 
ods used to study word embeddings. The Word2Vec word 
embedding method [34]. 

The LSTM technique is a subset of the RNN series 
designed for processing models containing long input se- 
quences. The RNN method builds on the foundation of 
regular feed-forward neural networks. But RNN models 
have problems with explosions and gradient vanishing. The 
LSTM model was developed to overcome these challenges. 
This capacity arises from the LSTM model cell memory, 
which helps maintain the system current state [35]. 

In addition to the cell memory, the LSTM model has 
three gates: the input gate, forget gate, and the output 
gate. The gate input specifies which bits of information are 
modified and delivered into the memory cell. The forget 
gate’s function is to determine whether or not the data being 
input and output is safe to proceed on. Forgetting happens if 
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the forget gate’s output is near zero; retaining occurs if it’s 
close to one. As a result of this forget fate operation, LSTM 
can deal with the exploding problem and the vanishing 
gradient problem. The state of the cell is unaffected by the 
gate output; however, the date differentiates between the cell 
state and the valid information. 

 

 
Figure 7. Word2vec Model using LSTM 

 

 

3.4. Pooling layer 

The pooling layers compress the spatial input, which 
in turn decreases the number of network parameters and 
accelerates computation while also controlling overfitting. 
It is common practice for the pooling layer to use both 
maximum and average pooling. Their names suggest that 
maximum and average values are used in the respective 
methods. 

 

3.5. Fully Connected Layer 

Given that the fully connected layer requires a vector as 
an input, a transformation from the pooling layer’s multidi- 
mensional array output is needed. 

 

4. Evaluation Metrics 

An assessment metric quantifies a predictive model’s 
effectiveness. This process typically entails training a model 
on a data set, using the model to make predictions on a 
holdout data set that was not utilised during training, and 
then comparing the predicted values to the expected values 
in the holdout dataset [36]. 

In this research, we have different evaluation metrics as 
mentioned below; 

 

4.1. Precision 

Precision is a measure of performance that is used in 
pattern recognition, information retrieval, and classification 

(machine learning) to evaluate information that has been 
obtained from a dataset. In our case, we have used Urdu 
Political tweets. The purpose of the performance is to 
determine how many positive observations were predicted 
accurately as a proportion of all positive occurrences [37]. 

4.2. Recall 

The recall is the ratio of correctly predicted positive 
observations to all observations in the actual class [38]. 

4.3. F1-Score 

Precision and Recall are weighted to produce the F1 
Score. True positives and false negatives are both factored 
into this score. F1 is typically more useful than accuracy, 
especially if your class distribution is not uniform, despite 
the fact that it is not as intuitively appealing. When the 
costs of false positives and false negatives are roughly equal, 
accuracy works best. It is more prudent to examine both 
Precision and Recall if the cost of false positives and false 
negatives is substantial [39]. 

4.4. Accuracy 

The proportion of the total set of data that was accurately 
predicted is how prediction accuracy is measured. More 
precisely, it is the ratio of the total number of positive and 
negative results divided by the total number of positive and 
negative results, which includes both true and false positives 
and negatives [40]. 

5. Results and Discussion 

Several machine learning classifiers, selected for training 
text data classification, have been covered in this section. 
In this research, SVC classifiers are the most widely used 
supervised learning classifiers [19], Decision Tree [21], XG- 
Boost [22], and Random Forest. For the neural network, we 
have used Word2vec. Table1 shows the Accuracy and other 
evaluation metrics results based on Precision, Recall, and 
F1-score, obtained through Urdu text classification from the 
corpus (Tweets). 

It is worthwhile to mention that the Logistic regres- 
sion classifier attained the highest accuracy (overall) among 
the rest of the tested algorithms. The neural network i.e. 
word2vec has the lowest accuracy of all classifiers. Most of 
the models predicted well during the test on Urdu Tweets 
text data to analyze the efficiency and accuracy of each 
classification model. 

Sentiment analysis on Twitter can be viewed as a classi- 
fication problem in which positive and negative tweets must 
be sorted into separate categories. As a result, we have used 
a variety of classifiers for the task, and we have checked 
their performance by measuring their Accuracy of predic- 
tion. Precision, Recall, and F1 Score are also calculated 
to measure performance. Parameters are derived from the 
confusion matrix. 
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TABLE 1. URDU TEXT CLASSIFICATION RESULT 
 

Models Sentiment Precision Recall F1-Score Support Accuracy 

SVM Classifier 
on TF-IDF Vectorizer 

Negative 
Positive 

0.85 
0.83 

0.80 
0.87 

0.82 
0.85 

186 
209 

0.84 

Logistic Regression Classifier 
on TF-IDF Vectorizer 

Negative 
Positive 

0.85 
0.85 

0.82 
0.87 

0.83 
0.86 

182 
213 

0.85 

Decision Tree Classifier 
on TF-IDF Vectorizer 

Negative 
Positive 

0.58 
0.89 

0.82 
0.73 

0.68 
0.80 

125 
270 

0.75 

XGboost Classifier 
on TF-IDF Vectorizer 

Negative 
Positive 

0.52 
0.91 

0.82 
0.70 

0.63 
0.79 

111 
284 

0.73 

Random Forest Classifieron TF-IDF Vectorizer 
Negative 
Positive 

0.67 
0.87 

0.80 
0.77 

0.73 
0.81 

147 
248 

0.78 

word2vec 
Negative 
Positive 

0.61 
0.54 

0.56 
0.60 

0.58 
0.57 

140 
123 

0.58 

word2vec 
using LSTM Layer 

Negative 
Positive 

0.12 
0.91 

0.56 
0.53 

0.19 
0.67 

27 
236 

0.52 

 
 

TABLE 2. CONFUSION MATRIX 
 

Predicted Class Positive Prediction Negative Prediction 

True Positive TP (True Positive) FN (False Negative) 

True Negative FP (False Positive) TN (True Negative) 
 

 

 

 

Although there is no scarcity of classifiers (or classifica- 
tion models), we have focused on the most suitable for text 
analysis. Accuracy detection is a key tool for evaluating the 
classifier’s performance. For this purpose, accuracy alone 
is not enough for evaluating classifier performance; other 
metrics such as precision, recall, and F1-score measure are 
required. Table 2 shows an example of a confusion matrix, 
which compares the true results with those predicted by a 
classifier. 

The F1-score metric represents a harmonic mean of 
the Precision and Recall measures. Determining a decision 
based on Precision and Recall alone can be challenging, 
especially when one of the scores becomes extremely high 
or extremely low. Then we can decide upon the validity of 
the result by considering the F1-score measure. 

Looking at the Table 1, Word2vec shows worse result 
compared to other classifier models. The reason behind is 
the Word2Vec always struggles with words that are not in 
its dictionary. Out-of-vocabulary (OOV) words are given 
a potentially unsatisfactory random vector representation. 
Local lexical knowledge is used for this purpose. Words’ 
semantic representations are based entirely on their sur- 
rounding contexts, which isn’t always ideal. It is not possible 
to share parameters used in the training of new languages. 
We have to start from scratch if we want to train word2vec 
in a new language like Urdu. It is incapable of dealing with 
ambiguity. If a word has multiple meanings, and there are 
many of these terms in the real world, embedding will reflect 
the average of these senses in vector space. 

More data is needed for the network to converge (par- 
ticularly when employing skip-gram). The dataset size of 
1300 tweets is not large enough to train a word2vec neural 
network 

6. Limitation 

In the field of NLP, sentiment analysis is among the 
most successful and widespread uses. There are still many 
issues with it, despite all the hype it has garnered since it 
was founded. 

One of the most difficult aspects of creating datasets is 
ignoring potentially biased perspectives of individuals due 
to the cultural backgrounds of those individuals or their own 
personal opinions. In addition to this, sentiment analysis of 
tweets based on biased views can choose just those results 
and data that support their major arguments, which, needless 
to say, may have an effect on our research. We have paid 
close attention to the explanation of the primary problem 
we tried to solve, and we make sure that we have collected 
accurate data. 

Systems for sentiment analysis trained on data from 
political tweets often perform far worse when applied to data 
from other domains. Politicians do not always communicate 
sentiment in the same way that a critic does on social media, 
which is different from how a social media poster does. 
Therefore, it is not uncommon for machine learning systems 
trained on political tweet data to fail miserably when faced 
with the task of predicting sentiment in a more general 
domain. 

Contextual understanding is another facet of NLP. This 
area is now experiencing a surge in research activity. Mem- 
ory networks are a type of model that may derive answers 
to queries from context. Similar to how a person’s brain 
processes separate words, attention networks can process 
different sections of a phrase independently. The larger 
context of a statement can be understood with the help of 
RNN, like bidirectional LSTM. Our research has led to the 
beginning of incorporating these into sentiment analysis. 

By adjusting the parameter values based on their learn- 
ing rate, epochs, batch size, etc., we have previously tried 
numerous fine-tuning strategies, as seen by the results. The 
results were still inappropriate. We can try to train more 
models for this specific domain, ideally using a more so- 
phisticated technique (like deep neural net works). In terms 
of both time and money, this is the worst possible option. 
Yet, if we are able to accomplish this with our available 

149
© International Conference on Innovations in Computing Technologies and Information 

Sciences (ICTIS-2024). All rights reserved.



2024 International Conference on Innovations in Computing Technologies and Information Sciences (ICTIS) 

ICTIS 2024 

 

 

resources, we may end up with a valuable and exclusive 
piece of intellectual property. 

7. Conclusion and Future Work 

This study employed a variety of machine learning clas- 
sification algorithms—including SVM, Logistic Regression, 
Decision Tree, XGboost, and Random Forest—using the 
TF-IDF measure—to classify Urdu text (Tweets). In order 
to extract the idea of relatedness across words, the neural 
network makes use of Word2vec. 

We used data cleaning, feature extraction, and feature 
selection as NLP pre-processing approaches before we used 
Urdu-Text. Nevertheless, when compared to other classifiers 
tested on a comparable dataset for Urdu tweets, the results 
demonstrated that Logistic Regression and SVM achieved 
85% and 84% accuracy, respectively. 

The results demonstrate that the TF-IDF model outper- 
forms the Word2Vec model because to the imbalanced data 
points in each emotion class and the large number of classes 
with an insufficient number of data points. Contrasted with 
the abundance of other emotions, the number of surprise 
feelings constitutes a small fraction of the total data set. The 
results of research may be impacted by data limitations. We 
will require a sizable dataset in the future that can handle 
these constraints. 
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Stress Detection and Prediction Using CNNs from 

Electrocardiogram Signals 
 

 

Abstract— Stress prediction is a crucial aspect of mental health 

monitoring, with consequences for both psychological well-

being and productivity. This work presents a unique way for 

stress prediction that uses binary and multiclass classification 

models. Through extensive experimentations with different 

durations and frequencies of Electrocardiogram Signal (ECG) 

signals, we identified a 5-second dataset sampled at 200Hz as the 

optimal configuration for our model. Moreover, we introduced 

an innovative feature i.e., the prediction of stress scores ranging 

from 0 to 100, providing nuanced insights into stress levels, 

where 0 represents no stress and 100 indicates high stress levels. 

The model obtains 95.04% accuracy, 95.27% precision, 94.95% 

F1 score, 86.69% sensitivity, and 99.44% specificity for the 

binary classification. With "Fun" added to the list of stress 

categories in addition to "Base" and "TSST," the model 

continues to perform well in the multiclass classification 

scenario, with accuracy of 88.10%, precision of 87.60%, F1 

score of 87.35%, sensitivity of 95.97%, and specificity of 

79.23%. These findings highlight how well this applied strategy 

predicts stress levels, providing important information for 

mental health and stress management strategies. 

 

Keywords: Stress Detection, Stress Score, ECG Signals, Stress 

Levels, CNNs.   

I. INTRODUCTION 

People become increasingly stressed as societies expand 

because of the increased competition. This stress can have 

negative consequences for work, relationships, and safety. 

Our rapid and demanding society has made mental stress a 

widespread problem that has an impact on people's 

productivity and general well-being. Uncontrolled chronic 

stress can cause a variety of health issues, such as 

cardiovascular disease, depression, and anxiety [1]. Long-

term stress can lead to depression, addiction, and heart and 

brain disorders [2]. Emotional stress is currently a major issue 

for both physical and mental health. Thus, creating efficient 

techniques for stress evaluation and management is essential 

to preserving public health. Stress is a physiological reaction 

to challenging events. It is distinguished by a sequence of 

physical and emotional changes, such as elevated heart rate, 

muscle tension, and anxiety. While acute stress can help 

mobilize resources to deal with urgent dangers, chronic 

stress, when extended, can be harmful to both physical and 

mental health. The neurological system in our bodies 

responds differently when we are under stress. Stress 

stimulates the sympathetic nervous system (SNS), which 

regulates heart rate and breathing. After stress, the 

parasympathetic nervous system (PNS) takes over to calm 

things down. We can detect stress by observing changes in 

parameters such as heart rate. Researchers have been looking 

into how electrocardiogram (ECG) signals, which assess 

heart activity, can help detect stress. Traditionally, they used 

five minutes of ECG data, which is too long for real-time 

monitoring [3]. Some studies have successfully detected 

stress using only one minute of ECG data, but this is still not 

ideal because it requires wearing uncomfortable equipment 

and is too slow for real-time monitoring. 

Healthcare is one of the many industries that artificial 

intelligence (AI) has changed. AI has shown great promise in 

the field of stress assessment as a means of detecting stress 

patterns and forecasting stress levels. Complex patterns can 

be extracted and analyzed from a variety of data sources, such 

as physiological signals, behavioral data, and self-reported 

assessments, by AI models, especially deep learning 

algorithms. Because ECG signals are constant, freely 

accessible, and non-invasive, they have become more 

important in AI-based stress evaluation. ECG signals are the 

electrical activity of the heart [4]. Rich information on 

physiological changes linked to stress can be found in ECG 

signals, including heart rate variability (HRV), heart rate 

(HR), and signal complexity. These minute variations in ECG 

signals can be examined by AI models to precisely identify 

and categorize stress levels. Traditional approaches for 

assessing stress from ECG signals typically rely on hand-

crafted time or frequency domain features [5]. These 

approaches, however, may be limited in their ability to 

capture complex patterns and correlations within ECG 

signals 

We've developed a new method for detecting mental stress 

and predicting stress scores based on a Convolutional Neural 

Networks (CNN) architecture. Our method entails obtaining 

ECG signals, cleaning them using a bandpass filter to reduce 

noise, and altering the frequency from 700Hz to 100Hz. 

These preprocessed signals are then sent into a CNN, which 

extracts unique stress patterns from the temporal data of ECG 

signals. We trained two models: one for binary classification, 

which distinguishes between stressed and non-stressed 

individuals, and another for multiclass stress prediction. The 

binary classification technique has produced ground-

breaking results in predicting stress levels. We use the 

obtained information to reliably diagnose stress levels and 

predict stress scores. 

II. LITERATURE REVIEW 

In this article [6], the author investigated the analysis of ECG 

Raw Signal and Spectrogram pictures, using a dual method 

combining Raw ECG with 1D CNN and Spectrograms with 

ResNet-18 architecture. Their analysis produced complex 

results, with an accuracy of 66.6%, precision of 67.6%, and 
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recall of 66.6% across three unique categories: neutral, 

tension, and amusement. This extensive study combined 

Leave-One-Subject-Out (LOSO) methods with chest-worn 

ECG data. Furthermore, the study expanded its investigation 

to the RML dataset, where deep learning models showed 

notable performance measures, including an accuracy of 

72.7%, precision of 76.6%, and recall of 72.7%. Notably, this 

study used datasets from LESO, RML, and WESAD, 

allowing for both binary and three-class classification. In [7] 

emphasis is on the use of raw ECG signal data, which was 

analyzed using CNN and Bidirectional Long Short-Term 

Memory (BiLSTM) architecture. The results of this 

investigation were positive, with an overall accuracy of 

86.5% and a specificity of 92.8%. Furthermore, the study 

carefully classified stress levels into three categories: low 

(91.3%), moderate (89.4%), and high (79.8%). These 

conclusions are based on locally acquired data, 

demonstrating the study's relevance and applicability. Article 

[8] analyzed ECG and HRV data using CNN for 

categorization purposes. Their investigation produced 

remarkable performance measures, including 97% accuracy, 

precision, recall, and F1-Score. Notably, the study got its data 

locally, which ensured the dataset's validity and 

dependability. Furthermore, the categorization assignment 

had three unique classes, which provided insights into subtle 

changes in the dataset. In the [9] raw ECG data is used, which 

was classified using CNN and VGG-inspired architectures. 

The study produced strong results, with claimed accuracies 

of 83.55% for three classes and 93.77% for two classes. 

Notable is the use of the Drive DB and Arachnophobia 

datasets, using a VGG-inspired architecture for binary 

classification and a 1D CNN for categorization into three 

classes. This strategic approach demonstrated the flexibility 

and versatility of the approaches used across a variety of 

datasets. The [10] performed a detailed investigation of ECG 

and HRV features using K-Nearest Neighbors (KNN) and 

Probabilistic Neural Network (PNN) classifiers. The study 

found impressive accuracies of 91.66% (ECG) and 94.66% 

(HRV), along with thorough specificity and sensitivity data 

for both modalities. The use of locally obtained data is 

significant since it increases the study's relevance and 

application to real-world circumstances. Furthermore, the 

study's emphasis on binary categorization highlighted its 

practical applications in the healthcare domain. The study 

described in [11] included the integration of ECG and EEG 

data using a Radial Basis Function Support Vector Machine 

(RBF-SVM) and KNN classifiers. The results showed 

significant accuracies ranging from 86.13% to 87.75% across 

various stress characteristics, as defined in the Kaggle 

dataset. This extensive research enabled binary 

categorization scenarios, revealing light on different stress 

levels and their physiological manifestations. The study's 

thorough approach to feature integration and categorization 

has shown its importance in the field of stress detection and 

management. 

In [12], the authors conducted a thorough study of ECG plot 

pictures, investigating both time and frequency domains 

using CNN and Long Short-Term Memory (LSTM) 

architectures. The study revealed appealing performance 

data, including accuracies of 94.8% in the time domain and 

98.3% in the frequency domain. Notable is the precise 

characterization of accuracy, sensitivity, and specificity 

measurements for each domain, which provides insight into 

the efficacy of the approaches used. The study's focus on 

binary classification tasks, which used the ST Change and 

WESAD datasets [13], emphasized its practical applications 

in healthcare and diagnostic contexts. 

Within the scope of [14], the study focused on raw ECG data 

and used the CNN architecture for classification purposes. 

The research produced respectable findings, with a stated 

accuracy of 88.4% and an F1-score of 0.90. Notably, the 

study used data from the PhysioNet and SWELL databases, 

which allowed for categorization into three unique groups. 

This thorough technique demonstrated the resilience and 

usefulness of the used methodology in detecting small 

alterations within the dataset. 

The study [15] investigated HRV features using Artificial 

Neural Network (ANN) and Naive Bayes (NB) classifiers. 

The study revealed impressive performance metrics, 

including an accuracy of 95.75% on the WESAD and 

SWELL-KW datasets for binary classification tasks. The full 

study of HRV characteristics is noteworthy, as it takes 

advantage of a synergistic method that combines the strengths 

of both ANN and NB classifiers. This intentional 

combination highlighted the study's effectiveness in detecting 

subtle patterns within the dataset, increasing its usefulness in 

therapeutic and diagnostic contexts. The research conducted 

[16] focused on the analysis of HRV features using a Support 

Vector Machine (SVM) classifier. The study provided 

insights into the dataset, with a reported accuracy of 72.82% 

on the SWELL-KW dataset [17] for binary classification 

tasks. Notably, the study's emphasis on HRV characteristics 

highlighted their importance in detecting minor alterations 

within the dataset, hence increasing its usefulness in 

therapeutic and diagnostic situations. 

Using CNN architecture, a thorough study of HRV Features 

was initiated in the [18]. On the Spider Fear dataset, the study 

produced impressive performance metrics: 83.29% accuracy, 

85% precision, and 82% recall for classifying the data into 

three different categories. Of particular note is the careful 

characterization of the accuracy, recall, and sensitivity 

measures, which sheds light on how well the used algorithm 

distinguishes minute differences in the dataset. This thorough 

analysis highlighted how important the study was in 

clarifying subtle patterns in the dataset, which increased its 

use in diagnostic and clinical contexts. 

III. METHODOLOGY 

The methodology includes custom data collection and 

preprocessing, selection of model architecture, and 

concluded results as shown in Figure 1. 

A. Data Collection 

The dataset employed in this research comprises raw sensor 

data recorded using a chest-worn device (RespiBAN) and a 

wrist-worn device (Empatica E4). Synchronization of these 

devices was achieved by having subjects perform a double-- 
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Figure 1: Block Diagram of the used methodology 

tapping gesture on their chest, creating a characteristic pattern 

in the acceleration signal. The synchronized raw sensor data 

and labels were stored in files labeled SX.pkl. The dataset 

includes various physiological modalities such as ACC 

(acceleration), ECG, EDA (electrodermal activity), EMG 

(electromyography), RESP (respiration), TEMP 

(temperature), and BVP (blood volume pulse). Labels were 

assigned to different study protocol conditions, with 0 = not 

defined / transient, 1 = baseline, 2 = stress, 3 = amusement, 4 

= meditation, and 5/6/7 = disregarded conditions. Ground 

truth information was available in SX_quest.csv. 

B. Data Preprocessing 

1) Data extraction  

From ECG recordings the data for binary classification 

focusing on stress and baseline conditions, and for multiclass 

classification stress, baseline, and amusement conditions 

were extracted from the dataset. There are different duration 

signals for each class then the signal was chunked to specific 

time durations of 30 seconds, 20 seconds, 15 seconds, 10 

seconds, 5 seconds, and 3 seconds, these all are used for 

creating different datasets of different duration and finding 

the best time for stress prediction. The WESAD dataset ECG 

signal frequency is 700Hz this is used as one dataset and then 

different sampling frequencies 350Hz, 250Hz, 200Hz, and 

100Hz were experimented with to find the optimal 

configuration, and best model using these all datasets. 

2) Removing Noise from signals 

We implemented a bandpass filter to increase the quality of 

the ECG data. As shown in Figure 2, this filter was designed 

to allow frequencies ranging from 0.5Hz to 50Hz while 

rejecting others. We effectively reduced high-frequency 

noise from the data, retaining only the desired frequency 

range for further analysis.  

3) Normalizing data 

The clean and preprocessed data are then normalized using 

the following mathematical formula (1) bring the data in the 

range of 0 to 1 here. 

 𝑥′ =
𝑥 − 𝑚𝑖𝑛(𝑥)

𝑚𝑎𝑥(𝑥) − 𝑚𝑖𝑛(𝑥)
 

    

(1) 

 

       

Figure 2: Raw and Filtered ECG signals 
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Where min and max are the minimum and maximum values 

in the dataset. This normalized dataset is used as input to the 

model. 

C. Model Architectures and Selection 

Several neural network architectures were explored, 

including CNN, Long Short-Term Memory (LSTM) [19], 

and combinations like ANN with LSTM [20] and CNN with 

LSTM, Resnet34, and ResNet50 [21]. Each of these models 

was trained on all datasets, as after preprocessing we get 

datasets 30 seconds dataset with 700Hz, 350Hz, 250Hz, 

200Hz, and 100Hz and the same for 15 seconds, 10 seconds 

5 seconds, and 3-second datasets. We have a total of 25 

datasets and we applied each model on each dataset to get the 

best dataset duration and frequency and the best model that is 

less computational and accurate. And then we have the same 

datasets for multiclass classification.  

For binary classification the selected CNN architecture 

shown in Figure 3 exhibited superior performance, achieving 

a training accuracy of 96.07%, a validation accuracy of 

95.04%, and a test accuracy of 94.59%. while for multiclass 

classification the same CNN architecture shown in Figure 4 

exhibits the best result 93.38% on training data, 88.67% on 

validation data, and 87.60% on test data. The complexity of 

the model depends on the size of the fed input sample size, 

this 5-second size and 200 Hz frequency selection 

methodology is 7 times more computationally efficient than 

the existing methodologies. For stress score prediction the 

binary model was used as the sigmoid activation function in 

the output layer was employed to predict stress scores in the 

range of 0 to 1, then it’s multiplied by 100 to ensure a range 

from 0 to 100. A stress score of 100 means high stress and 0 

means no stress. 

IV. RESULT AND DISCUSSION 

To detect stress levels in real-time, we created a deep neural 

network and compared its performance to more traditional 

methods that rely on manually built features. We proposed a  

1D-CNN base model that takes the Raw ECG data of 5  

 

 

seconds and a frequency of 200Hz. We implement different 

models for getting the optimal model for the data, the dataset 

of 30 seconds is used and the ANN model is trained the result 

of the ANN model for the 30 seconds datasets 700Hz, 350Hz, 

250Hz, 200Hz, and 100Hz has accuracy 67.43%, 68.43%, 

66.56%, 71.21% and 69.21% respectively. For multiclass 

classification the accuracy for this dataset of 30 seconds with 

frequencies of 700Hz, 350Hz, 250Hz, 200Hz, and 100Hz 

having an accuracy of 57.13%, 59.93%, 61.56%, 62.91%, and 

59.01% respectively. All the models were trained in the same 

way CNN model with 9 layers and with batch normalization 

of each layer used for all the data the result is for 30 seconds 

it had the highest accuracy for 250Hz and the accuracy for 

this was 83.34% for binary and 78.67% for multiclass 

classification. For 15 seconds dataset, the CNN has the 

highest accuracy for 200Hz, 82.23% for binary, and 72.39% 

for multiclass classification, for the dataset of 10 seconds the 

200HZ has good results, 90.32% for binary and 82.32% for 

multiclass classification, for the dataset of 5 second the model 

has the accuracy of 95.04 for binary and 88.67% for 

multiclass and the frequency for this result was 200Hz and 

this is our selected data and model. We also tried 3 second  

dataset with all frequencies but its result was not good as 5 

seconds. The dataset for the 5 seconds contains 6595 

examples for binary and 7987 examples are used for 

multiclass classification. As we have an additional feature in 

our method which is stress score prediction for that purpose, 

we used a binary model and the output layer used the sigmoid 

activation function (2). 

 

 

𝑆(𝑧) =
1

1 + 𝑒−𝑧
 

(2) 

 

This equation gives the value from 0 to 1 range to classify it 

as no stress or stress the threshold is 0.5 and then predicts the 

stress score from 0 to 100 using that model output multiplied 

by 100. The final training and validation accuracy and loss 

plots are in Figure 5 for binary classification. 

 

 

 

Figure 3: 1-D CNN architecture for binary class classification and prediction. 

Figure 4: 1-D CNN architecture for multiclass classification and prediction. 
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The performance of the model is determined by the accuracy 

(3), precision (4), F1 score (5), sensitivity (6) and specificity 

(7). 

 
𝐴𝑐𝑐𝑢𝑟𝑎𝑦 =

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (3) 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (4) 

 
𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 𝑥 

𝑅𝑒𝑐𝑎𝑙𝑙 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (5) 

 
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =

𝑇𝑃

𝑇𝑃 +  𝐹𝑁
 (6) 

 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (7) 

 

  

 

True positive (TP) = the number of cases accurately identified 

as stress. 

False positive (FP) = the number of cases wrongly diagnosed 

as stress. 

True Negative (TN) = the number of instances correctly 

diagnosed as having no stress. 

False negative (FN) = the number of cases mistakenly 

categorized as "no stress." 

The performance of the binary and multiclass model in terms 

of accuracy, precision, F1 score, sensitivity and specificity 

are mentioned in table 1.  

The confusion matrix of the binary model is on validation test 

data is shown in the Figure 5. 

Figure 6 shows the multiclass classification model's 

confusion matrix based on validation and test data.  

 

 

Figure 5: Performance metrics of the binary classification model on 5 seconds 200Hz dataset 

Figure 6: Performance metrics of multiclass classification model on 5 seconds 200Hz dataset. 
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Performance Matrices Binary Model Multiclass Model 

accuracy 95.04% 88.10% 

precision 95.27% 87.60% 

F1 score 94/95% 87.35% 

sensitivity 86.69% 95.97% 

specificity 99.44% 79.23% 

PPV 98.96% 85.55% 

NPV 93.64% 78.97% 

Table 1: Different evaluation metrics of binary and multiclass model. 

V. CONCLUSION 

In this study, we have developed a deep neural network-based 

approach for real-time stress detection utilizing 

electrocardiogram (ECG) data. By comparing our proposed 

1D-CNN model against traditional methods relying on 

manually engineered features, we demonstrated superior 

performance in stress prediction. Our methodology involved 

rigorous experimentation with different dataset durations and 

sampling frequencies, aiming to optimize model accuracy 

and computational efficiency. 

Through extensive model selection and evaluation, we found 

that a Simple 1D Convolutional Neural Network architecture 

yielded the best results for both binary and multiclass stress 

classification tasks. Specifically, our model achieved notable 

accuracies across various dataset configurations, with the 

highest accuracy obtained for a 5-second dataset sampled at 

200Hz, demonstrating the effectiveness of our approach in 

capturing temporal dynamics of stress patterns. 

Additionally, we introduced an innovative aspect to our 

methodology by incorporating stress score prediction, 

enabling a finer-grained understanding of stress levels 

ranging from 0 to 100. Leveraging the sigmoid activation 

function in the output layer of our binary model, we 

accurately predicted stress scores, further enhancing the 

utility of our approach for comprehensive stress assessment. 

Our study underscores the importance of leveraging deep 

learning techniques for stress detection, offering valuable 

insights into individuals' well-being and mental health. The 

ability to predict stress levels in real-time has significant 

implications for personalized stress management 

interventions and improving overall quality of life. Moving 

forward, further research may explore additional 

physiological modalities and sensor data fusion techniques to 

enhance the robustness and generalizability of stress 

detection models in diverse real-world settings. 
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Abstract—Our paper presents some creative advancements
in the image in-painting techniques for small, simple images
for example from the CIFAR10 dataset. This study primarily
targeted on improving the performance of the context encoders
through the utilization of several major training methods on
Generative Adversarial Networks (GANs). To achieve this, we
upscaled the network Wasserstein GAN (WGAN) and compared
the discriminators and encoders with the current state-of-the-art
models, alongside standard Convolutional Neural Network (CNN)
architectures. Side by side to this, we also explored methods of
Latent Variable Models and developed several different models,
namely Pixel CNN, Row Long Short Term Memory (LSTM),
and Diagonal Bidirectional Long Short-Term Memory (BiLSTM).
Moreover, we proposed a model based on the Pixel CNN
architectures and developed a faster yet easy approach called
Row-wise Flat Pixel LSTM. Our experiments demonstrate that
the proposed models generate high-quality images on CIFAR10
while conforming the L2 loss and visual quality measurement.

Index Terms—Image Inpainting; GAN; Pixel CNN; LSTM

I. INTRODUCTION

Image in-painting involves reconstructing damaged or miss-
ing parts within an image, commonly applied in the restoration
of old photos or paintings and image editing tasks. Notably,
tools like Photoshop feature a robust completion tool that
doubles as a removal tool. Despite Convolutional Neural
Networks (CNNs) surpassing human classification accuracy on
ImageNet [1], in-painting outcomes still fall short of human
predictions. The challenge lies in the vast number of possible
ways to fill an 8 × 8 × 3 section, around 50, 000 possible
ways, while ImageNet has only 32, 000 classes. Interestingly,
humans effortlessly mentally reconstruct missing image sec-
tions by comparing context with their knowledge of the world,
enabling scene and object recognition, as well as extrapolating
missing elements from memory. Artificial and computer based
methods leverage similar principles in their approach.

There exist two categories of approaches: local methods [2]
[3] solely rely on contextual information, such as color or
texture, and aim to extend and blend these details seamlessly.
These techniques demand minimal previous perception and
training. For instance, if there are no eyes on the head part,
a local method might replace it with a patch of skin-textured

pixels. However, these methods face limitations in scenarios
where larger patches are absent, excelling primarily in tasks
like watermark removal. On the other hand, more advanced
methods adopt a global, context-based, and semantic approach
[4] [5] [6]. These methods identify patterns within images,
like a door or a cabin, which leverage this understanding to
infuse the empty spots. Unlike local techniques, they hold
the importance of specific elements, such as the necessity of
a nose in a particular facial position, constructing a fitting
replacement based on their broader knowledge of the context.

An attractive aspect of such problems lies in the effortless
generation of extensive datasets for training. Some datasets of
images like ImageNet and CIFAR10 [7], which we used for
our convenience, can be readily pre-processed by introducing
alterations to the images. This approach allows the generation
of hundreds of millions of training examples, enabling the
training of larger deep networks.

A. The Problem

Every image is divided into two segments: the portion that
is absent and under reconstruction, and the contextual part.
To enhance simplicity, we suppose that the section which
is missing, is a square of dimension n × n. However, it is
worth mentioning that the functionality of the network remains
consistent even when dealing with arbitrary removals. See
figure 1.

The concept of image in-painting is commonly presented
as a constrained image generation challenge. The network
is tasked with receiving a contextual input and generating
an image with identical dimensions as the absent patch.
The ultimate assessment hinges on the average element-wise
L2 [8], the distance between the original missing section
Y ∈ Rn×n×3 and the predicted counterpart Ŷ ∈ Rn×n×3. In
our illustrative instance using CIFAR10, n = 8. For a given
sample i, the loss is calculated as follows:

L =
1

n2

∑
p,q,r

(
Y (i)
p,q,r − Ŷ (i)

p,q,r

)2

(1)

We introduce an evaluation metric termed approximate
exact-match (AEM), which is solely used for assessment
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Fig. 1. Image In-Painting

purposes. We observe that a slight move of one or two
elements in the value of the pixel channel has minimal visible
impression, the effect can be seen in figure 2. Therefore, if a
calculated pixel value falls from the accurate image value in
the range of ±5 at each channel, this qualifies as the same
and or equal. We present the mean-AEM, denoted as MAEM,
where a value of 100% implies that the visual impression of
the image is almost identical to the original image, a simpler
version of Generated Image Quality Assessment (GIQA) [9].

Fig. 2. On the left is ground truth example and on the right is a ±5 randomly
added to each pixel channel

In-painting comes in two forms: blind [10] [11], where the
network lacks information about the position and shape of
the missing area. On the other hand in the non-blind [12],
such details are provided within the inputs. Extensive research
indicates that blind in-painting poses a hard challenge. While
non-blind in-painting is more extensively documented, there
remains considerable scope for enhancement. Consequently,
our emphasis is placed on the latter, reflecting a deliberate
choice to concentrate efforts on non-blind in-painting, recog-
nizing its potential for further advancements.

Our primary goal is to make use of the latest computer
vision methodologies to develop a resilient and well run in-
painter. Here we aimed to attain satisfactory outputs in the
form of mean square error or L2 loss, benchmarked against
current models. Initial results and the existing methods indicate
minimal empirical distinctions between utilizing a square-
shaped mask and employing randomly selected rectangular
shape masks in the middle of given images. Therefore, for

implementation simplicity, our focus primarily revolves around
centered square-shaped cover ups of a consistent size. Specif-
ically, on dataset like CIFAR10, this involves the removal of
a patch from every image at the center of size 8× 8.

II. RELATED WORK

Various researchers have investigated a diverse range of
methods to tackle such challenges. A notable work by Pathak
et al. [13], from where our initial inspiration took root. They
adapted the conventional Generative Adversarial Network
(GAN) [14] model by incorporating contextual information
of image, rather than using stochastic noise, for predicting
the incomplete section. Highlighting the importance of Leaky
ReLU as detailed in [15] within the discriminator, and ex-
clusion of pooling layers, they implemented compression and
decompression operations with strides differing from 1. Their
model training involved a combination of L2 loss and adversar-
ial loss, measuring the success of the generator in deceiving the
discriminator. However, our study revealed that this increased
the risk of overfitting by utilizing fully connected layers in
several instances. On the other hand, they have used relatively
simple CNN model architecture as for encoders and decoders.
In our work, our aim was to not only explore this but also
investigate modern methodologies renowned for state-of-the-
art results in domains like VGG [16], Inception [17], and
others similar.

In a publication [18], their proposed approach revolves
around modeling images as the conditional probability product
distribution. Here the objective was to calculate the image
pixels in sequential order, such as to the bottom-right point
from the top-left. These functions which calculate conditional
probability are shaped to either capture the contextual informa-
tion of pixels within the upper rows with the help of recurrent
networks or by employing CNNs to operate on local pixels
(Pixel CNN [18]). Although originally designed for image
generation, this method proves adaptable for our objective
of optimizing the probability of the reconstructed image by
providing pixel data.

Yang et al. [19] present a technique aimed at addressing
the in-painting of large sections within extensive images.
Traditional models encounter challenges in producing sharp
results for such tasks, often resulting in blurry outputs with
noticeable edges between the contextual information and the
reconstructed region. The authors reduce this issue by in-
corporating hierarchical approaches to introduce fine-grained
features above the regenerated spots, enhancing the resolution
of in-paintings. Their approach involves training two distinct
networks; first is a feature extractor that is assessed using a
content-based loss same as in [13], second is texture-based
network which employs minimizing the texture-based local
loss. The incorporation of perceptual equivalence ensures that
the patterns within the generated spots closely align with the
context of local texture. This strategy significantly improves
visual sharpness, it may be considered unnecessary in our case,
given the context of working with smaller images.

159
© International Conference on Innovations in Computing Technologies and Information 

Sciences (ICTIS-2024). All rights reserved.



The structure and process of our work represent a substantial
adaptation of the CIFAR10 classification pipeline, originally
derived from resources. The only retained elements are the
queuing system and monitoring session. It is noteworthy that
the autoencoders, GANs, and Wasserstein GANs (WGAN)
[20] utilized in our study are also publicly available through
standard sources. Moreover, there are adaptations of [13] in
existence, their inefficiency and non-functionality led us to
avoid their use. In the exploration of advanced models such
as VGG, Inception, and ResNet [21], we adapted them from
model repositories, and made adjustments to tailor them to
CIFAR10 specifications.

III. METHODS

A. Dataset

Our primary dataset is CIFAR10, comprising images of
dimensions 32 × 32 × 32. It consists of around 50 thousand
training and about 10 thousand test samples. Notably, the
CIFAR10 has been taken from the Tiny Images dataset [22].
When our model achieves stability, we extend our training
efforts to leverage this larger dataset. The inclusion of a more
extensive variety of images from the larger dataset proves
helpful, particularly given that CIFAR10 is limited to only 10
classes. The substantial number of samples in the larger dataset
serves as an efficient countermeasure against overfitting. Our
model facilitates seamless scaling for training on this expanded
dataset, resulting in high training performance.

Additionally, in the middle we also incorporate data aug-
mentation steps on our CIFAR10 that helps in amplifying the
dataset further enhancing the adaptability of this model for
minor variations effectively. This involves introducing small,
random adjustments to hue, saturation, contrast, and applying
random Gaussian blur to the images. Also we put zeros in
place of the middle 8× 8× 3 crop.

B. Autoencoder

In-painting constitutes a subset of a broader category of
image generation problems involving the creation or modifi-
cation of pixels. Tasks like deblurring, denoising, and small-
scale blind in-painting, such as text removal, are commonly
addressed using autoencoders. Autoencoders typically consist
of two main components, an encoder and a decoder. Initially,
an image is encoded in a latent feature space, or embedding.
On the other hand, the decoder reconstructs the original
image based on this embedding. The training process involves
jointly optimizing both networks to decrease the input-output
disparity. This architectural configuration requires the encoder
to maximize the information encoded into the embedding.
The encoder must learn the abstract intelligent features to
compress the information in least possible loss, that too within
the limited size of this latent space. In CIFAR10 experiments,
where input images consist of vectors with a length of 3072,
it has been found that employing a bottleneck size of 512 and
or 1024 produces satisfactory results. Larger bottlenecks do
not provide any attraction to autoencoders to discover accurate
representations but keeping raw sections of pixels proves to be

sufficient. On the other hand, using smaller bottlenecks lack
sufficient capacity to encode the input information. This can
be seen in figure 3.

Fig. 3. Autoencoder architecture of our model

The typical ratio between the image and latent space di-
mension in the existing literature often exceeds than what we
employ, ranging from 3 to 6. Empirically, our choice stems
from working with small images, introducing a challenge in
identifying unified entities and components in the target image.
Achieving improved encoding ratios, as seen in ImageNet;
12 or more, for instance, is more feasible because it is
comparatively easier to isolate high-level features in larger
images like those in ImageNet.

To establish a baseline, we initially constructed a straightfor-
ward CNN architecture. The input dimension is 32×32×3, and
the output dimension is 8×8×3. Guidance from the literature
advocates for the use of several small filters rather than larger
ones. The rationale behind this approach lies in the ability
to achieve an equivalent receptive field with deeper networks.
Throughout, we utilized filters of size 3 exclusively. While
filters of size 5 and 7 were tested on multiple occasions, their
performance consistently lagged behind that of size 3 filters.

Our experimentation involved a [Conv−Conv−Pool2]×3
architecture, followed by either 2 fully connected layers or
2 convolutional layers. This architecture closely resembles a
well-performing design on CIFAR10, featuring smooth dimen-
sion reduction coupled with an increment in the number of
filters, initiating at 32 or 64 and doubling at each pooling
step. Subsequently, we opted to eliminate max pooling by
entirely substituting it with convolutional layers of stride 2,
maintaining the same filter progression. Transitioning from the
4 × 4 × 256 convolutions to the bottleneck can be conceptu-
alized as a stride 4 operation with 1024 filters. Across all
scenarios, ReLU activation consistently outperformed alterna-
tives. The incorporation of Batch Normalization on each layer
given substantial performance improvements, approximately
around ±15%, with comparable execution times.

In terms of qualitative assessment, as previously mentioned,
a prominent issue is blurriness: while colors are generally
accurate, details and textures tend to be lost, resulting in
predicted sections that often resemble indistinct dots, failing
to seamlessly blend into the image. To address this challenge,
our objective is to diminish visible continuity errors between
the predicted section and the context. We aim to achieve this
by predicting a patch that slightly overlaps with the context
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and imposing a robust penalty on the loss specifically within
this overlap region.

C. Generative Adversarial Networks (GANs)

The first figured-out method demonstrated notable L2
loss. Nevertheless, the generated output images consistently
exhibited blurriness and a lack of intricate details, as illustrated
in figure 4. The inherent nature of L2 loss encourages the
network to adopt a risk-averse approach, generating safe
predictions characterized by a lack of sharp shapes and
substantial changes across the patch. The inclination to
generate blurred, average-color images derived from context
minimizes the occurrence of substantial errors. Consequently,
while the model excels in terms of the L2 norm, the generated
outputs fall short of realism when evaluated by a human eye.

Fig. 4. Results from normal CNN architecture

1) Deep Convolutional GANs (DCGANs): To encourage
our network to take more risks and generate realistic outputs,
we opted to explore GANs. Here the underlying objective is
the emulation of visual and perceptual evaluation and assess-
ment. For instance, if a model predicts a human head without
eyes or mouth, this is considered superior to generating an
image with a black spot at the center. The rationale is that an
averagely blurry image will never appear realistic to a human
observer.

In the realm of GANs, the key concept involves training
a discriminator network (D) concurrently with a generator
network (G). The discriminator learns to assess the authentic-
ity of an image, distinguishing between real and or generated
spots and dots. Normally they are on both real and generated
examples with distinct labels for each. The generator faces a
penalty with an increased loss if the output image is viewed as
generated by the discriminator. To outsmart the discriminator,
our generator aims to create natural looking and visually clear
images. As the discriminator improves, both networks benefit
from the feedback loop, driving mutual enhancement.

The introduction of adversarial networks may not necessar-
ily lead to an improvement in L2 loss, as the generator could
throw significant errors. Although, the primary objective is
to enhance the realism of the generated images. In the end,
the crucial aspect is whether the predicted human eye, for
example, appears authentic within the context of the image.
Even if the L2 loss indicates a substantial difference from the
ground truth; it constitutes an acceptable result, if the predicted
sections are admissible in the context of the human head. Here
the focus shifts from minimizing pixel-wise differences to

creating outputs that are visually convincing and contextually
appropriate.

Now, loss L = αLrec + (1 − α)Ldics, here Lrec is the
same mean square error, while Ldics known as the probabilistic
output from the discriminator for the generated images. This
also can be called sigmoid cross entropy. Given that changes
the scale of the loss, using the loss itself for the optimization of
this crucial hyperparameter is impractical. This challenge is to
intricately linked to the observation that a lower L2 loss should
not automatically correlate with script and visually better
output. The choice of is aimed at optimizing the results of our
output samples and ensuring. Overall this can be calculated
as:

Ldisc = −
∑
i

log (pi) = −
∑
i

log
(
D

(
Ŷ (i)

))
(2)

The discriminator, in our setup, is a network consisting of
six convolutional layers, having a stride value of 2. After this,
there is a final convolutional layer that reduces the depth value
to 1, resulting in a normal value output. Conceptually, a typical
classification task is addressed by our discriminator. Therefore,
various recent methods can allow them to function as a typical
generator network. We leveraged pre-trained models, including
VGG, Inception, and ResNet, to enhance our discriminator.
Since these models are designed for larger inputs like Ima-
geNet, we attempted to pad our images, but the results were
unsatisfactory. As a solution, we adjusted these techniques to
operate on our smaller inputs. This involved removing the first
layers with dimensions higher than 32× 32 and injecting our
input into the initial smaller layers. To prevent overfitting and
improve execution time, we also reduced the depth and the
number of filters in consideration of the fact that our input
contains less information. The same adaptation strategy was
applied to the encoder, where we experimented with a variety
of high-performing models.

The discriminator, in our setup, is a network consisting of
six convolutional layers, with every other convolutional layer
having a stride of 2. This is followed by a final convolutional
layer reducing the depth to 2, producing a scalar output.
Conceptually, the discriminator can be viewed as addressing
a classification problem. Therefore, various state-of-the-art
models can be adapted to function as a generator. We
leveraged pre-trained models, including VGG, Inception, and
ResNet, to enhance our discriminator. Since these models are
designed for larger inputs like ImageNet, we attempted to pad
our images, but the results were unsatisfactory. As a solution,
we adapted and retrained these models to operate on our
smaller inputs. This involved removing the first layers with
dimensions higher than 32 × 32 and injecting our input into
the initial smaller layers. To prevent overfitting and improve
execution time, we also reduced the depth and the number
of filters in consideration of the fact that our input contains
less information. The same adaptation strategy was applied
to the encoder, where we experimented with a variety of
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high-performing models.

2) Learning tricks: As usual we encountered challenges in
effectively training a GAN. Visual inspection of the predicted
images revealed the presence of colored artifacts, as illustrated
in figure 5. Upon closer inspection, it became apparent that
shapes and color gradients aligned with the context, but the
colors were distorted, particularly noticeable in the case of the
plane. Due to difficulties in achieving satisfactory convergence
with GANs, the L2 loss was higher compared to vanilla
autoencoders. The current architecture exhibits a sensitivity
to randomness, where the exact same method may result in
convergence or divergence under different circumstances.

Fig. 5. Results from DCGAN architecture

Training GANs poses inherent challenges as they are often
unstable and highly sensitive to network architectures and
parameters setting. Finding the right hyperparameters and
architecture details can be a tedious task. Another common
issue encountered is the imbalance between the discriminator
and the generator, where one may exceed and overwhelm
the other. As an example, if out network’s discriminator
becomes excessively robust, then our generator will struggle
to deceive it, leading to a scenario where the adversarial loss
sharply rises at high values, increasing the L2 loss. Conversely,
if the generator becomes too dominant, it can successfully
outsmart the discriminator, causing it to halt learning and
assign identical probabilistic values to both fake and real
samples. Then, it is symmetrical to have no adversarial loss. To
address these challenges, we experimented with a few learning
tricks aimed at mitigating these issues.

• Separate Batches: We provided two distinct batches: one
containing solely real samples and the other composed
entirely of fake samples. This approach facilitates clearer
and more direct updates for each batch, allowing the net-
work to focus distinctly on improving its understanding of
real examples and enhancing the detection of fake ones.

• Soft and Noisy Labels: Soft and noisy labels were
employed following the approach outlined in [23]. True
images were assigned random labels between 0.9 and 1.1,
while fake images received labels ranging from 0 to 0.2.
Additionally, labels were occasionally flipped randomly
between classes. These strategies introduce noise and
enhance the robustness of the discriminator, contributing
to improved training stability.

• Maximizing logD Instead of Minimizing log(1−D):
Rather than minimizing log(1 − D), we chose to

maximize logD. Here, D represents the discriminator’s
output. While these formulations are equivalent in this
context, the latter avoids the issue of vanishing gradients
early in the training process, enhancing the stability and
effectiveness of the learning procedure.

3) WGANs: To address the challenges in training GANs,
as discussed above, WGANs [20] have also been explored as
an alternative to traditional GANs, relying on the Earth-Mover
distance [24] for learning distributions. WGANs minimize
the Earth-Mover distance, allowing for the estimation of this
metric during training, which correlates well with visual
quality. WGANs also eliminate the need for a realness
probability from the discriminator, using an unbounded score,
and enforce Lipschitz continuity through gradient clipping.
Importantly, WGANs do not require a delicate balance
between the generator (G) and discriminator (D), allowing
for training the discriminator to convergence at each step. In
practice, we train the discriminator 10 times at each iteration
for stability and convergence.

4) Reducing continuity errors: The adoption of WGANs
marked a significant improvement in training a robust ad-
versarial network. However, a noticeable issue persisted; the
distinct visibility of the border between the context and the
reconstructed region. Despite the challenge in visually explain-
ing this clear border appearance, a detailed analysis revealed
the absence of an organized color correction with pixels was
highly noticeable, but a random error tended to blend more
seamlessly, refer to figure 2. This border problem remained
even in instances with otherwise accurate predictions.

To address this issue, we implemented a clever trick: pre-
dicting a 16× 16 center square that encompasses the original
8×8 target along with a an each side overlap of 4-pixels. While
we penalized our reconstruction loss more than 20 times, it
is relatively simple for the model to accurately calculate and
predict it. Here this strategic approach significantly enhances
the quality of border merging. By ensuring that there are no
major discontinuities within the output, this effectively reduced
gaps between the input and prediction. It is important to note
that, for visualization purposes, we retain and display only the
8× 8 target in the final results.

Prior to using this strategic trick, feeding the entire image
to the discriminator posed challenges, as the obvious border
served as a key indicator for determining the authenticity
of the image. However, with the introduction of the overlap
and the subsequent reduction in the visibility of borders, we
successfully transitioned to providing the complete image to
the discriminator. In this improved setting, the discriminator
could assess the entire image as a cohesive unit. Notably,
an 8 × 8 square, either from a real or fake image, typically
lacks sufficient meaningful information on its own, making it
challenging for the discriminator to make a decisive meaning.
In contrast, evaluating the entire image facilitates a clear and
more straightforward return for the discriminator. Overall the
results can be seen in figure 6.
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Fig. 6. On the left is the result without overlap trick and on the right is with
overlap

D. Density based models

1) The Idea: We opted to implement unsupervised models
alongside our supervised methods for filling the contextual
portion in the center of an image. In this approach, our
objective is to approximate the function of Probability Mass
(PMF), p of all images by multiplying conditional probabil-
ities. Therefore, for a given image x of dimension n × n,
where the pixels are denoted as

{
x1, x2, . . . , xn2

}
, the PMF

is expressed as:

p(x) =

n2∏
i=1

p (x | xi, . . . , xi−1) (3)

Where p (x | xi, . . . , xi−1) denotes the probability of the
ith pixel or xi assuming the values x1, . . . , xi−1 have been
observed in the previous pixels.

Each pixel is represented by a triplet of integers as:
(R,G,B) ∈ {0, 256}3. Now using this notation xi =
(xi,R, xi,G, xi,B) and x < i = (x1, . . . , xi−1), the conditional
probabilities can be written as:

p(xi | x < i) = p(xi,R | x < i)× p(xi,G | x < i, xi,R)

×p(xi,B | x < i, xi,R, xi,G)
(4)

Therefore the final probability p(x) is obtained by multi-
plying 3n2 terms. Consequently, while in-painting images, our
aim is to populate the space with the pixels by maximizing
this probability.

The approach we take is greedy, which means that assuming
we have learned the characteristics of the function p and
are given an image with m missing pixels at positions ii <
i2 · · · < iim, we will first set the value xi1,R given x < i1,
then the value of xi1,G given (x < i1, xi1,R), and eventually
we set xim,B , given (x < im, xim,R, xim,G). Hence, as this
approach is easy to implement and is computationally efficient,
there is no assurance that our reconstructed image maximizes
the likelihood p(x).

An intuitive approach is to establish an order on the pixels,
progressing from the top-left corner to the bottom-right corner,
scanning rows consecutively. Once the order is defined, the
next step involves selecting the type of conditional probability
to be learned. We will introduce two distinct methods,
drawing inspiration from [18]. The first method involves a

Pixel CNN, where the conditional probability of a pixel is
determined through a convolutional neural network operating
on pixels in the surrounding neighborhood. The second
method is a flattened row Long Short Term Memory (LSTM),
changing significantly from the one proposed in [18]. In
this alternative approach, the probability is computed based
on pixels from preceding rows, which are then fed into an
LSTM network.

2) Pixel CNN: In order to calculate the conditional prob-
ability p(xi | x < i), a convolutional neural network is
implemented. Various architectures were explored, incorpo-
rating combinations of convolutional and leaky ReLU layers.
The model concludes with three fully connected layers, each
followed by a softmax layer corresponding to the three color
channels (R,G,B). Our model applies softmax loss function,
computing the estimated probabilities for the true pixel values
p̂i,true in an image with n2, are computed as:

Lsoftmax = −
n2∑
i

log (p̂i,true) (5)

An alternative perspective argues that the softmax loss may
not be directly applicable, considering that the task at hand
is not a classification one. In this context, calculating the
value of 117 rather than 118 could not be as crucial as
predicting 117 instead of 245. While it is obvious that a
low probability p̂(xi,R = 120) may not pose a significant
issue. If the emphasis on values within the range [112, 124]
is sufficiently enough, the softmax loss function has shown
interesting results, even given the extensive training examples
compared to the 256 possible values for each channel. The
model we came up with finally incorporates a 5x5 section
within the image for the initial convolutional layer, positioned
at the top-left corner of the pixel grid. See figure 7.

Fig. 7. The red pixels are surrounded by gray dots, these are used for predict-
ing the conditional distribution which form the neighborhood. Subsequently,
to estimate the distribution of the next pixel we the same network, shifted
one step to the right

Our method offers the advantage of utilizing a similar
model, not only this but provides a similar set of learning
parameters to compute the final conditional probabilities for
each. The complexity remains persistent, irrespective of the
image size, as we consistently use the same number of pixels;
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24 to calculate the distribution of the next pixel. However,
in the case of resolutions, like 128 × 128 images, this may
be necessary to employ a greater relative section for more
accurate predictions.

The outcomes obtained with our Pixel CNN model exhibit
a slightly lower performance compared to GANs when eval-
uating the L2 loss. Two factors contribute to this disparity:

• Our Pixel CNN was trained using a softmax loss, which
explains the higher L2 loss value of 6.98, as opposed to
the results that came from our GANs.

• Iterating through the image from left to right, the Pixel
CNN determines the value of each pixel based on its
24 neighbors located at the top-left corner. Consequently,
during the gap-filling process the pixels at the bottom of
the image remain unused. See figure 8.

Fig. 8. On the left is ground truth example and on the right is a reconstructed
image from the Pixel CNN model

At the bottom and right portions of the image, clearly, the
reconstruction of the bird reveals a neglect that is predomi-
nantly characterized with colors like light gray and white. This
omission is particularly noticeable in the reconstructed square,
where the discontinuity is more apparent at the bottom and
right sides. Additionally, the limited number of dark feathers
initially situated at the top-left corner of the absent section
have now expanded to encompass a significant portion of the
reconstructed square.

We also recognize the presence of the Row LSTM and
Diagonal BiLSTM [25] from the same article. We successfully
implemented and executed these methods, which yielded
satisfactory results. While we refrain from providing an
exhaustive report on these techniques due to their complexity
in terms of implementation and performance, we attempted
to propose a significantly simpler architecture. Despite
its simplicity, this alternative architecture demonstrates the
capability to deliver relatively good performance on CIFAR10,
enabling insightful analyses.

3) Flattened Row LSTM: Finally, we present a model that
incorporates data from all preceding rows of the image to
compute the probability distribution of each pixel. Termed as
the Row Flattened LSTM, the architecture of this model can
be seen in figure 9.

The entire image is flattened, executing to the bottom-right
from the top-left corner. Supplied to the LSTM are pixel chan-
nels, represented as 256-dimensional one-hot vectors, in the

Fig. 9. Row Flattened LSTM Architecture

prescribed RGB sequence. With a set of 64 hidden dimensions,
we proceed to convert these hidden vectors into output vectors
from a fully connected softmax layer, each comprising 256
dimensions. Our Flattened Row LSTM reconstructed image
example can be seen in figure 10.

Fig. 10. On the left is ground truth example and on the right is a reconstructed
image from our Row-wise Flat Pixel LSTM

Our obtained result exhibits certain limitations compared to
the Pixel CNN model. Several factors may contribute to these
observations:

• The model assigns more influence to the pixels immedi-
ately on the left of the reconstructed pixel the way the
LSTM scans. This differs from the Pixel CNN approach,
where we employed a concentrated region of 24 neigh-
boring pixels located at the top-left corner of our target
pixel.

• As our current LSTM model may be too simplistic to
effectively interpret this information, its strength lies
in capturing all information from previous rows before
making predictions. Enhancements, such as incorporating
multiple LSTM networks or increasing the hidden dimen-
sions, could potentially lead to more accurate predictions.

IV. RESULTS

A. Autoencoder

We used the Adam optimizer for training and conducted
cross-validation for the learning rate. Learning rate decay
proved beneficial across all our tests, striking a balance be-
tween swift initial learning and a gradual reduction in loss
during later stages. However, we encountered challenges in
cross-validating the decay rate and decay factor due to the
intricacies involved in this process. Furthermore, we imple-
mented dropout at a rate of 0.5 for every activation, and
our experiments revealed no substantial changes in accuracy

164
© International Conference on Innovations in Computing Technologies and Information 

Sciences (ICTIS-2024). All rights reserved.



within the reasonable range of values for the probability drop
from 40% to 80%. Also, we investigated the impact of the
bottleneck size on our fundamental architecture, recognizing
it as one of the most critical parameters. But, it is worth noting
that the best results, shown in table I; did not emerge from
the basic architecture.

TABLE I
TRAIN VS. VALIDATION L2 LOSS

Size of Bottleneck L2 Loss (Training) ↓ L2 Loss (Validation) ↓
256 7.02 7.96
512 6.36 7.41

1024 4.89 7.48
2048 4.23 8.14

It is apparent that overfitting poses a challenge. Significantly
decreasing the size of bottleneck, and consequently it reduces
the size of fully connected layer. This leads to a substantial
decrease in the number of parameters, this is because this layer
constitutes the majority of training parameters of the model.
Overfitting diminishes notably from 2048 to 512, with 512
appearing to be the optimal choice, while 256 proves to be too
small and potentially insufficiently expressive. Furthermore,
to combat over-fitting more effectively, we plan to investi-
gate strategies such as expanding the dataset and employing
the data augmentation, integrating explicit L2 regularization,
and experimenting with techniques like drop-connect, which
involves randomly dropping connections in CNNs during
training.

B. WGANs

As previously mentioned, unlike our vanilla autoencoder,
GANs do not exclusively optimize for L2 loss. Theoretically,
L2 loss results should not be superior for GANs. However,
we dedicated more time to refining GANs because our best
L2 only architecture gave visually poor results; the optimized
loss function and visual quality did not align. Consequently,
our GANs exhibit improved results as a consequence of this
experimental bias.

Due to challenges in training a Deep Convolutional GAN
(DCGAN [26]), we exclusively present results for our imple-
mentation of WGAN, which has proven effective. The reported
score in the paper was slightly inconsistent, representing a
coefficient of 0 for the adversarial loss, making it a normal
CNN. The most favorable outcomes were achieved with a
VGG-like architecture. It is important to note that we do not
argue that this is the optimal architecture, as our exploration
of alternative options has been limited.

C. Density methods

Our conditional probability function in the Pixel CNN uses
several convolutional layers with dropout. We opted not to
include any pooling layers, as their addition did not appear to
enhance the quality of our reconstructed images. Given that the
parameters of the CNN are shared across all pixels, training the
Pixel CNN essentially involves a classification task using a 24-
pixel section; 5×5×−1, as explained earlier, as input and an

integer within the range [0, 256] as the target. For optimization,
we utilized the Adam Optimizer with cross-entropy loss, and
the learning rate was cross-validated. The dropout rate was set
at 50%.

Our Flattened Row LSTM model achieved a quadratic loss
of 7.63 on the test set, employing the softmax cross-entropy
loss. The hidden dimension 64 goes with cross-validation,
although due to computational constraints, we could not test
as many values as desired. With the incorporation of several
LSTM networks, it is likely that we could have achieved a
lower L2 loss.

D. Comparison

The outcomes of the optimal run for each model type on
the test set are depicted in table II below. Additionally, several
outcomes from our top-performing run are illustrated in figure
11.

TABLE II
DIFFERENT MODELS’ L2 LOSS VALUES

Model L2 Loss ↓
Row Flattened LSTM CNN 7.63

Pixel CNN 6.98
Wasserstein GAN 4.26

CNN 7.49

Fig. 11. Results from Out-of-sample example

V. CONCLUSION

Our unique CNN-based image in-painter with notable effi-
ciency recognizes the significance of adversarial loss, as we
incorporated a GAN into our model. Employing various tricks,
we extended the approach from [13] to incorporate WGANs
and utilized well-established architectures like VGG, Incep-
tion, and ResNet. Additionally, our overlap trick enhances
border smoothing and also aids the training of discriminators.
Our exploration not only delved into density-based methods,
implementing Pixel CNNs based on [18], and introducing
our model, Flattened Row LSTM. Through qualitative and
quantitative comparisons, we looked to comprehend the lim-
itations of these models. Overall, we are highly content with
the outcomes achieved by our proposed architectures.

Future improvements involve adapting our models for larger
images, offering exciting possibilities for handling more com-
plex scenes with larger objects. Despite potential performance
challenges, scaling up would open directions for addressing
intricate scenarios. Additionally, refining our Flattened Row
LSTM model to enhance symmetry and reinforce its generative
capabilities stands as another goal for future improvement.
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Detection Using Social Media Texts Through Deep 

Learning Methods 

 

Abstract— Social media platforms are becoming pivotal venues 

for people to express their opinions, share ideas, and 

participate in debates on a range of topics in an era of 

information and digital communication. Stance detection of 

these digital dialogues is a big source of opinion-based data for 

many digital markets. Stance detection is the method of finding 

perspective about a certain subject using text related to that 

subject. However, accurate stance detection confronts specific 

challenges due to the dynamic nature of language in social 

media. The nuances, sarcasm, slang, and constantly evolving 

vocabulary inherent in these platforms are sometimes difficult 

to capture with traditional methods. To address these 

challenges and enhance the accuracy of stance detection, there 

is a need to make use of the developments in Deep Learning 

which are more accurate and scalable than conventional 

Machine learning models. Other than that, there has been 

limited work in detecting harassment in professional as well as 

general domains using Deep Learning methods. Moreover, 

there has been no work in detecting Indirect Harassment or 

quoted here as Harassment Stance in contrast to the 

conventional direct harassment detection. BERT has been very 

useful in detecting general stance. This paper discusses the use 

of BERT which is a deep learning transformer method and to 

enhance it to detect indirect harassment in professional 

domains. We than compare that to LSTM in detecting 

Harassment. 

Keywords: Stance Detection; Deep Learning; BiDirectional 

Encoders Representations from Transformers (BERT); Long 

Short-Term Memory (LSTM); Harassment; Cyber-Bullying; 

Natural Language Processing (NLP); Support Vector Machine 

(SVM), Convolutional Neural Networks (CNN); K Nearest 

Neighbors (KNN); Microsoft Research Paraphrase Corpus 

(MRPC); Corpus of Linguistic Acceptability (CoLA) 

 

I. INTRODUCTION 

A) Social Media and Background 

Today’s age is characterized by an endless world of 

Artificial intelligence or popularly known as AI, a 

domain in which technology forms and shape every 

single day on the edge of AI-led epoch which 

involves surrendering more duties to the computers 

such as making humanly decisions that entail a 

level of depth and detail. Today’s focus on AI’s 

capability to sense, recognize and interact with 

human emotions like sentiments and postures 

highlights this tremendous change of our 

relationship with technology. The AI revolution 

brings w interesting feature, being the ability to 

forecast how people would respond to different 

issues accurately [1].  

 

B) Stance Detection 

Stance detection is an essential part of this ability. 

Stance detection is an interesting and central task in 

NLP, which refers to the automated determination 

of the viewpoint of an author about respect to some 

subject or aim.  

TABLE 1: RESULTS OF STANCE DETECTION USING 
DIFFERENT MODELS ON THE SEMEVAL2016 DATASET 

[1] 
ID S-CNN TAN TOP(MITRE) Independent 

Encoding-

CNN 

Condition 

Encoding-

CNN 

E1 0.6334 0.5933 0.6147 0.4990 0.5593 

E2 0.5269 0.5359 0.4163 0.5625 0.5935 

E3 0.5133 0.5577 0.6209 0.4566 0.5515 
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E4 0.6441 0.6538 0.5767 0.5012 0.6228 

E5 0.6109 0.6372 0.5728 0.5953 0.6850 

Total 0.6733 0.6879 0.6782 0.5691 0.6601 

 

TABLE 2: RESULTS OF STANCE DETECTION USING 
DIFFERENT MODELS ON THE NLPCC2016 DATASET [1] 

ID BILSTM-

CNN 

TAN TOP(RUC

_MMC) 

Independent 

Encoding-

CNN 

Condition 

Encoding-

CNN 

C1 0.4494 0.7750 0.7730 0.5255 0.5789 

C2 0.5281 0.5933 0.5780 0.6642 0.6831 

C3 0.5126 0.5919 0.5814 0.5643 0.6221 

C4 0.7553 0.6500 0.6209 0.6462 0.6789 

C5 0.4355 0.7238 0.7652 0.6078 0.6229 

Total 0.5656 0.7288 0.7106 0.6054 0.6229 

 

This technique involves a detailed analysis of a 

written text; there can be also additional 

investigation in author’s activities, for example 

with his contributions to various debates or 

communication which takes place within the 

network of society. What makes stance detection 

interesting is that sometimes there could be no 

specific target named in the text and expression of 

one’s position may show up differently ranging 

from openly expressed to hidden undertones. 

Actually, numerous practical tasks are focused on 

estimating a stance rather than simply evaluating 

sentiment of the text [2].  

 

 
Figure 1: General Representation of Stance Detection Model 

 

This has been caused by the increased relevance of 

mining attitude information from textual databases 

that determine the location of a particular field in 

large corpus. Today’s artificial intelligence has 

undergone tremendous change in terms of us 

interaction with it in the current landscape of 

artificial intelligence Today’s AI systems have 

become not only tools but intelligent associates that 

can grasp and react to the human thoughts and 

feelings [3].  

 
Figure 2: Number of Stance Detection Studies between 2010 

and 2022 [3] 

 

 
Figure 3: Proposed Taxonomy of Stance Detection [3] 

 

C) Stance Detection Challenges in Social Media  

The advancements in this field have led to a point 

where AI can predict much beyond routine 

functions and now extends to understanding the 

human behavior and psyche. In this regard, stance 

detection comes forth as the first step in the realm 

of NLP leading towards integrating human 

expressions with the potentiality for AI.  

 

 
Figure 4: Distribution of the data source platforms for selected 

Stance Detection studies between 2010-2022 [3] 

 

It entails decoding subtle as well as overt 

indications within textual data to establish what an 

author stands for or against. Adding further value 

to this task by incorporating social media data, 
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where the complexities of human interactions 

present numerous additional dimensions [4].  

TABLE 3: Dataset Statistics for CoVaxNet and COVIS-19-

Stance [4] 

Dataset Target Source Labels Samples 

CoVaxNet COVID-19 
Vaccination 

Twitter Pro, Anti 1,831,220 

COVIS-

19-Stance 

Face 

masks, 

Fauci, 
School 

closures, 
Stay a 

home order 

Twitter Favor, 

Against, 

None 

7,122 

 

In today’s digital landscape, where people express 

their thoughts and debate them openly, finding out 

what authors really mean is both challenging and a 

chance. Stance detection is a captivating 

phenomenon for this reason. To communicate their 

viewpoints, authors apply varying levels of 

linguistic devices, including explicit statements for 

asserting agreement or disagree. The same applies 

to subtle linguistic features that call for detailed 

analysis. Such complexities are mirrored in human 

communication where various aspects like context, 

tone, and cross-cultural understanding shape how 

people express their attitudes on any issue of 

concern [5].  

 

 
Figure 5: Visualization of attention scores from SMTL-HW 

model on testing examples of Mawrif Dataset, along with their 

target and correct predictions, Darker colored words are more 

significant to the model’s prediction [5] 

 

D) Importance of Stance Detection 

Stance detection has importance extending beyond 

the academic sphere, into areas of practical 

application outside the academy. When it comes to 

rapidly spreading and broad information 

dissemination in modern times, automatic 

evaluation of public opinions, tracking changes in 

social attitudes, and identifying persuading 

narrative is incredibly significant [6].  

 

 
Figure 6: Fox Disney Stock vs Stance from 2017-18 

 

As stance detection applies to a wide array of fields 

such as politics, marketing, journalism, or public 

opinion research, it plays a key role in making 

decisions and forming strategies with respect to the 

position taken by individuals or groups [7]. For 

instance, in this age of proliferation of social media 

and online forms, the demand for automated tools 

that can organize this voluminous textual data into 

meaningful information is enormous. Stance 

detection is not just research, but rather a reality in 

this online world. Stance Detection – New 

Challenges Presented by AI’s Evolution and Deep 

Learning. Indeed, traditional machine learning 

models are useful, but deep learning models have 

become a powerful tool for both researcher’s and 

practitioner’s armory [8]. Such models with 

capability to extract complex and dynamic patterns 

from data provide better stance detection accuracy 

and adaptability. 

TABLE 4: Proposed SP-MT (Multitask stance detection and 

sentiment analysis) model in [9] 
Model Accuracy F1-Score 

Proposed SP-MT model in [9] 93.95 90.24 

LR (Argyris et al. 2021) 81.48 81.00 

ESD (Vychegzhanin and 

Kotelnikov 2021) 

89.65 85.11 

HAN (Wang et al. 2020) 89.47 86.00 
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AT-JSS-LEX (Li and Caragea 

2019) 

88.02 84.01 

MNB (Kabaghe and Qin 2019) 85.44 78.08 

DNN (Chen, Zou, and Zhao 2019) 84.61 76.23 

SVM-ngram (Sobhani, 

Mohammad, and Kiritchenko 

2016) 

85.55 66.33 

 

 Automated stance detection provides 

understanding of human perspective at large scale 

during the era of Information overload where there 

is plenty of text data [9]. Knowledge based systems 

(KBS) also have immense potential in fields such 

as content recommendation, social media analyzer, 

political discourse analysis, and many others. The 

objective of KBS is to utilize deep learning models 

to overcome the problems facing stance detection; 

therefore, the development of an effective and 

dependable stance prediction system [10].  

TABLE 5: Proposed SP-MT (Multitask stance detection and 
sentiment analysis) model in [10] 

Paradigms 

(KBS) 

Knowledge Sizes  Reasoning Performance 

WS-BERT External 340M Weak 74.5 

CoT 

(Chain of 

Thought) 

Internal 175B Strong 68.9 

LoT 

(Ladder of 

Thought) 

External 780M Strong 79.2 

 
 

E) Past Work in Harassment Detection 

In these efforts, we try to add to the progress of AI 

and NLP encouraging increased intelligence of 

conversations of human with machine. Literature 

shows us that there has been work done upon 

detecting harassment in social media. There has 

been a discussion on how to address the problem of 

people isolating themselves and not reporting 

harassment. A method has also been proposed.  

where we can easily mark and block harassment 

text. This has all been done by introducing a 

method where new preprocessing steps are 

presented to identify phrases referring to a person. 

A pattern-based approach has been developed to 

identify online harassment. ML models used in the 

research can classify harassment by detecting 

patterns [11]. CNN, LSTM and Naïve Bayes 

classifiers have been used to detect Online 

Harassment. There was also the use of SVM, KNN 

and MLP have been used to identify emotion 

intensity and to type in distinct categories of 

harassment.[12] 

 

 
Figure 7: Online Harassment Detection Methodology 

 

 The topics are modelled, and documents are 

classified using Non-Negative Matrix Factorization 

which is a matrix factorization method in ML. The 

sources for such studies are Wikipedia, Facebook, 

and Twitter. Even though harassment can be 

toward both female and male genders, it is 

comparatively high for female genders [13].  

 

F) Indirect Harassment or Harassment Stance 

No literature has been found where studies have 

been conducted on detecting harassment stance. 

There have been studies about detecting direct 

harassment, but none related to the former. There is 

no use of Machine Learning or Deep Learning 

methods for detecting Harassment Stance.  

II. METHODOLOGY 

The general methodology summed up in the literature is 

as follows. 

 
A) Acquiring Datasets 

First gather the suitable datasets of social media 
texts. Review certain datasets on Kaggle and pick 
one which is most suitable for our need.  

B) Data Compilation 

If the dataset is not suitable, Add more paraphrases 
and sentences from other datasets like MRPC 
(Microsoft Research Paraphrase Corpus) and 
COLA (Corpus of Linguistic Acceptability). 

C) Data Pre-Processing 

Preprocess the data for our models. Clean the data. 
We pass it through Word2Vec which gives us the 
vector representation of the model thus capturing 
information about the meaning of the word. 
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D) Data Splitting 

Split the data into two parts in the ratio of 7:3. 70 
percent of the part is used for training purposes 
while the rest is for testing purposes. 

E) Model Research 

Extensively skim through other literature to learn 
about the deep learning models and which model 
best serves the purpose of our research.  

F) Model Selection 

Pick the most suitable model for our research. Here 
we go with BERT (Bi Encoder Representation 
through Transformers). BERT has been performing 
exceptionally in Stance and Sentiment detection 
tasks. If no model is selected, we go back to the 
model research step. 

G) Model Architecture & Neural Layers Modification  

Tune the parameters and modify the model to detect 
harassment referring to a particular subject. We 
adjust the neural layers in the model architecture. 

H) Data Input  

Input our processed data into the model for training 
purposes. 

I) Model Training 

The model trains upon the data. See for overfitting 
and other loss factors and adjust the model to best 
performance conditions. 

J) Output Accuracy 

At the end of the model training, acquire the 
accuracy on training data. 

K)  Accepted Accuracy 

If the accuracy is in the accepted threshold, move 
on to the next step otherwise go back further steps 
and even model research and selection steps if the 
accuracy is still not improving. 

L) Testing Data 

Model training with training data is followed by 
model testing by running the model on test data. 
The accuracy is recorded in the end. 

M) Test Success 

If the test gives accuracy as per the accuracy 
achieved through training data, move on to the next 
step otherwise skim back directly to the model 
research and selection step. 

N) Output Results 

Record the output results. Do all the above steps for 
LSTM and then compare both models. 

 

Figure 8: Methodology Flowchart 

 

III. COMPARISON RESULTS AND DISCUSSION 

Table 1 and 2 show that datasets can also affect the results 

and performance of the models. Same models can have 

different results for different datasets. With the advancement 

in ML, DL techniques, we have seen a high growth in 

research surrounding stance detection but compared to all 

the years, the covid years 2019 and 202 have been the peak 

years for this research as shown in figure 2. A 

comprehensive taxonomy of Figure 2 studies is shown in 

figure 3 representing the scale of work done in Stance 

Detection. In this taxonomy, 72 percent of data is sourced 

from social media which shows the reliability and 

authenticity of Social Media texts as a source for Stance 

Detection tasks. The two important and widely used datasets 

related to COVID and stance detection are described in 

terms of their targets, sources, labels, and samples in table 3. 

A cross cultural visualization is shown in figure 5 where we 

can see the use of attention-based mechanism in other 

languages as well. Stance is affected by public opinion, and 

this can in turn affect the business performance of the 

affected stocks (companies) as shown in figure 6. Table 4 

gives us a multi-task stance detection and sentiment analysis 

model results showing how hybrid models can perform 

stance detection tasks. The sizes given in KSB systems in 

table 5 represent the variance of accuracy related to models 

and sizes. Different models can handle varied sizes of data. 

As CoT has 70% accuracy on 175B whereas WS-BERT has 

the same accuracy on 340M. BERT performs good at large 

datasets as compared to extremely large or small ones, so 

BERT is a favorable option for Harassment stance detection. 

BERT is enhanced to detect indirect harassment detection. It 

can detect whether someone’s stance is favoring or opposing 

harassment. 
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IV. CONCLUSION 

This research represents a significant step forward in the 
academic corpus of Stance Detection. Further contributing to 
the research about detecting, stopping, and controlling 
harassment in daily life, professional workspace culture. 
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Delineation of Crop Fields in Satellite Imagery, 

using SAM. 

Abstract— This study presents an automated approach for crop 

field parcel delineation using the advanced Segment Anything 

Model (SAM), a deep learning model designed for semantic 

segmentation. SAM's key strengths stem from its effective 

utilization of high-resolution satellite imagery, consistently 

delivering superior performance compared to conventional 

manual or supervised classification methods. Extensively 

evaluated on a diverse "SA-1B" Dataset, which features over 

one billion high-quality segmentation masks from a diverse 

array of 11 million images. By leveraging SAM's extensive pre-

training, we adeptly navigated the complexities of agricultural 

segmentation without additional dataset-specific training. Our 

results validate the efficacy of SAM's pre-trained model; when 

applied to high-resolution satellite imagery for multiclass 

segmentation tasks, it achieved precision accuracy rates as high 

as 97.8% and true positive rates above 91.2%, with false-

positive rates kept below 4.4%. The adoption of our method 

holds promise in reducing manual labor, making it an asset for 

precision agriculture applications, such as crop monitoring and 

yield estimation. Furthermore, its applicability in small-scale 

agricultural tasks can empower resource-constrained farmers 

to optimize crop management and enhance their livelihood. This 

method also extends to efficient field management practices by 

enabling precise land parcel delineation, leading to resource 

optimization and waste-reduction. The significance of SAM lies 

in its potential to transform crop field parcel delineation, 

benefiting both large-scale agricultural operations and small-

scale farmers with dependable, time-saving, and cost-effective 

solutions. Automation in this critical task not only boosts 

agricultural productivity and sustainability but also empowers 

farmers of varying scales to leverage precision agriculture's 

advantages, ultimately contributing to global food security and 

economic well-being.  

Keywords: SAM; Delineation; Small Holder Farms; 

Segmentation. 

 

 

 

INTRODUCTION 

 
The process of image segmentation plays a pivotal role in 

computer vision, offering extensive implications across 
various fields, with agriculture being a primary beneficiary 
[1]. This technique involves the division of digital images into 

distinct segments, simplifying or altering their representation 
to facilitate meaningful analysis. In agriculture, proficient 
image segmentation holds paramount importance as it enables 
accurate identification and differentiation of crucial 
components such as crops, weeds, pests, and diseases. Such 
distinctions are indispensable for precision agriculture, which 
seeks to optimize field-level management concerning crop 
science and environmental preservation [2]. 

However, agricultural environments pose unique 
challenges to image segmentation due to their inherent 
complexity. Factors like fluctuating lighting conditions, 
diverse growth stages of crops, overlapping vegetation, and 
the presence of soil and water significantly complicate the 
segmentation process [3]. Traditional segmentation methods, 
including thresholding, edge-based techniques, and region-
based approaches, often fall short in such intricate scenarios. 
These methods, reliant on predefined features and thresholds, 
lack the flexibility and adaptability essential for diverse and 
dynamic agricultural settings [4]. 

Edge detection emerges as a crucial aspect in agricultural 
image analysis, facilitating precise contour identification of 
agricultural products and laying the groundwork for 
subsequent tasks such as product classification, robotic 
picking, and quality assessment [5]. Despite the accuracy of 
methods like John Canny's edge detection operator, developed 
in 1986, challenges persist, particularly in coping with lighting 
variations and potential loss of edge information due to over-
smoothing from fixed parameter settings[6]. Alternative 
operators based on first-order and second-order differentials 
or frequency domain operations such as wavelet-based 
detectors offer promising avenues for improvement [7].  

Nevertheless, the advent of deep learning models, notably 
Convolutional Neural Networks (CNNs), has revolutionized 
image segmentation, exhibiting remarkable success in 
handling agricultural image intricacies by directly learning 
complex features from data [8]. These models excel in various 
agricultural tasks, including disease detection, weed control, 
and yield estimation [9]. However, their reliance on extensive 
labeled datasets presents a significant hurdle, given the time-
consuming and expensive nature of data acquisition, 
especially in agriculture with its diverse conditions across 
geographies and seasons [10]. 

In light of these challenges, the Segment Anything Model 
(SAM) [11] emerges as a groundbreaking solution, 
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transcending limitations of traditional and deep learning-
based segmentation methods. SAM represents a versatile 
model capable of both interactive and automatic 
segmentation, a feature particularly advantageous in 
agriculture's diverse segmentation needs. Trained on an 
extensive dataset of over 1 billion masks, SAM exhibits 
unparalleled generalization abilities, enabling effective 
handling of new objects and images not encountered during 
training [12]. 

This paper presents a comprehensive analysis of SAM's 
application in agricultural field segmentation. We explore 
SAM's architecture, highlighting its distinctive features that 
set it apart in the realm of image segmentation. Furthermore, 
we delve into SAM's training methodology, which underpins 
its robust generalization capabilities. Rigorous testing on 
various agricultural segmentation benchmarks is conducted to 
critically evaluate SAM's performance against existing 
methods. Additionally, we provide case studies showcasing 
SAM's effectiveness in addressing real-world agricultural 
challenges such as crop health monitoring, pest detection, and 
automated harvesting [13]. 

Through this study, we aim to underscore SAM's 
transformative potential in the agricultural sector. We 
envision SAM not only as a tool for enhancing crop 
management but also as a catalyst for innovation in 
sustainable farming practices. By elucidating SAM's 
capabilities and applications, this work aims to inspire 
researchers, technologists, and practitioners in agriculture to 
explore new avenues leveraging advanced image 
segmentation technology. 

 

 

LITERATURE REVIEW 

 
In recent years, there has been significant research interest 

in the realm of automatic field delineation, with notable 
advancements observed across various applications and 
environments. Precision management of forest resources has 
been a focal point, as evidenced by studies such as that of [14], 
who explored the utilization of deep learning models, 
particularly the Mask R-CNN technique, for individual tree 
delineation in planted forests. Their findings demonstrated the 
model's effectiveness, especially in multi-band imagery, 
marking a significant leap in forest resource management. 
Similar methodologies have been applied in different types of 
forests, as highlighted by [15] , further affirming the versatility 
of deep learning in forestry applications. 

In unplanned urban areas, challenges in characterizing 
high-density settlements have been addressed by researchers 
like [16] . By employing the U-Net model, their study 
achieved remarkable accuracy in segmenting and classifying 
individual buildings, even in complex landscapes. This 
success has opened avenues for urban planning and 
development, corroborated by related studies such as that of 
[17] , which underscored the potential of deep learning models 
in urban segmentation tasks. 

Expanding the application of field delineation beyond 
urban landscapes, [18] tackled the intricate monitoring of 

mangrove forests. Their innovative approach, combining deep 
learning algorithms with marker-controlled watershed 
segmentation, effectively differentiated individual tree crowns 
across diverse mangrove ecosystems, outperforming previous 
techniques. This effectiveness extends to coastal ecosystem 
monitoring, as demonstrated by [19], emphasizing the 
importance of precise delineation for environmental 
conservation. 

The scope of automatic field delineation extends to 
infrastructure planning and disaster mitigation, as evidenced 
by [20], who introduced Unet-AP, a CNN architecture for 
precise building footprint extraction from high-resolution 
satellite imagery. Their design showcased superior 
performance compared to established architectures, 
particularly across various urban settlement classes. This 
aligns with the findings of [21], recognizing the critical role of 
accurate building delineation in disaster management and 
urban planning.  

In the geological domain, automated techniques for 
bedrock identification and mapping have shown promise, as 
demonstrated by [22], who utilized DEM terrain derivatives 
to achieve robust mapping results. Similarly, [23] highlighted 
the effectiveness of automated techniques in geological 
mapping. 

In agriculture, remote sensing-based identification of oil 
palm trees by [24] stands out, achieving remarkable accuracy 
with two-stage CNNs trained on extensive satellite imagery 
datasets. This advancement is echoed in crop detection and 
management studies by [25], emphasizing the importance of 
deep learning in agricultural applications. 

The urgency of swift disaster response was addressed by 
[26], who proposed a multi-scale segmentation and scene 
change detection approach for early recognition of structural 
damage in disaster-stricken areas. Their method, based on 
deep learning models, exhibited high accuracy in detecting 
collapsed structures. 

In the specific context of small-scale farms, studies by [27] 
and [28] focused on delineating agricultural land and fields 
using deep fully convolutional networks and advanced 
segmentation methods, surpassing previous approaches in 
accuracy. This aligns with the work of Small Farm 
Innovations [29], demonstrating the potential of these 
technologies in enhancing small-scale farming operations. 

  

In the broader context of improving agricultural 
productivity, the synthesis of these studies underscores the 
pivotal role of automatic field delineation, as highlighted by 
[30]. These diverse studies collectively illustrate the evolving 
landscape of automatic farm boundary delineation, offering 
valuable insights for sustainable land management and 
resource allocation. 
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I. METHODOLOGY 

A. Study Area 

 

The area we have targeted is Yar Hussain Swabi 
(34°10'19" N and 72°16'19" E), Khyber Pakhtunkhwa 
Pakistan, situated at 82 kilometers (51 miles) from the 
province capital of Peshawar and 23 kilometers (14 miles) 
from the district capital of Mardan. Yar Hussain has a 
temperate climate with pleasant summers and moderate 
winters. The monsoon season brings most of the region's 
rainfall. The region's rich soil and pleasant climate have 
produced the perfect conditions for a flourishing agriculture 
industry. Yar Hussain Sawabi's agricultural impact is closely 
linked to its socioeconomic profile. Most of the population 
finds work in farming, which is the backbone of the local 
economy. Wheat, maize, sugarcane, and an assortment of 
fruits and vegetables are the main crops grown in the area. 

 

B. Data Collection 

The area we have targeted is Yar Hussain Swabi 

(34°10'19" N and 72°16'19" E), Khyber Pakhtunkhwa 

Pakistan, situated at 82 kilometers (51 miles) from the 

province capital of Peshawar and 23 kilometers (14 miles) 

from the district capital of Mardan. Yar Hussain has a 

temperate climate with pleasant summers and moderate 

winters. The monsoon season brings most of the region's 

rainfall. The region's rich soil and pleasant climate have 

produced the perfect conditions for a flourishing agriculture 

industry. Yar Hussain Sawabi's agricultural impact is closely 

linked to its socioeconomic profile. Most of the population 

finds work in farming, which is the backbone of the local 

economy. Wheat, maize, sugarcane, and an assortment of 

fruits and vegetables are the main crops grown in the area. 

C. Preprocessing for SAM 

The dataset, which included 1.1 billion masks and 11 

million images, was preprocessed to guarantee that it was in 

a consistent format and of good quality before the Segment 

Anything Model (SAM) was trained A standard 256x256 

pixel size was applied to all of the photographs in the dataset. 

By ensuring that every image was the same size, the model 

was able to identify patterns in the data more quickly. A mean 

of 0 and a standard deviation of 1 were applied to all the 

photos in the dataset. This enhanced the convergence and 

generalization capabilities of the model. The dataset's masks 

underwent preprocessing to guarantee their accuracy and 

completeness. This involved patching any holes and 

eliminating any noise from the masks. To expand the dataset 

and strengthen the model's resistance to various data kinds, 

more data was added. This includes rotation, cropping, and 

random flipping among other techniques. 

 

The preparation procedures were thoughtfully created to 

guarantee that the data was of the highest caliber and that the 

model could benefit greatly from it. The model's 

generalization performance or its ability to function well on 

fresh data that it had not been trained on was also enhanced 

by the preparation procedures. That’s why we he used this 

model for our purpose of Field Boundaries Segmentation as 

it does work good for the fresh data as well. 

D. SAM for Segment Geospatial 

 

In our study, we introduce several key components to 

facilitate the segmentation and analysis of geospatial data. 

First, we developed an open-source Python module named 

Segment-geospatial (samgeo), which simplifies the 

segmentation process using the Segment Anything Model. 

Leveraging well-established Python libraries like leafmap, 

ipywidgets, rasterio, geopandas, and segment-anything-py, 

this package provides users with a user-friendly interface for 

segmenting remote sensing imagery. The generated results 

can be exported in various formats, including vector and 

raster data, and users can interactively visualize segmentation 

outcomes within a Jupyter notebook. This tool aims to 

address the need for an effective and adaptable geospatial 

segmentation solution without requiring deep learning model 

training, thereby filling a gap in the Python ecosystem. 

 

Moreover, we recognize the computational complexity 

involved in segmenting geo-spatial data using conventional 

CPUs, rendering it impractical and time-consuming. To 

overcome this challenge, we employed a 32 GB GPU 

(NVIDIA RTX A6000) along with 64GB of DDR3 RAM, 

significantly reducing processing time and enhancing 

efficiency. Additionally, we discuss the creation of an 

interactive map facilitated by the leafmap package, which 

integrates Google Satellite imagery. The map allows users to 

specify latitude and longitude coordinates, pan, and zoom to 

select areas of interest, and employ draw tools to delineate 

polygons or rectangles for further analysis, yielding output 

 
Figure 1: Study Area-Map for YarHussain 
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geotiff images. Furthermore, we highlight the significance of 

Google Earth satellites in providing high-resolution imagery 

for diverse applications such as educational exploration, 

environmental monitoring, and urban planning. The 

advanced capabilities of these satellites, including 3D 

modeling and real-time data updates, contribute to a 

comprehensive understanding of Earth's ecosystems and 

topography. 

 

Moreover, we elucidate the initialization of the SAM class 

using Vision Transformer models and the masking process, 

which involves generating binary masks to highlight 

segmented areas within images. This enables specific 

analysis or modification of selected regions of interest, with 

options to save images in various vector formats such as 

.gpkg and .shp. 

Lastly, we address the challenge of eliminating extraneous 

polygons from segmented images, opting for a Python-based 

approach to efficiently remove small vegetation parcels not 

relevant to our analysis. This step significantly improves the 

accuracy of our results and streamlines the segmentation 

process. 

 

 

II. RESULTS 

 
In our study, we utilize an original image obtained from 
Google Earth, offering a comprehensive aerial view of our 
study area, providing vital geographical context. Figure 2(a) 
displays the unaltered perspective of the study area, depicting 
its topography, land usage patterns, and surrounding features. 

Figure 2(b) showcases the masked image generated by SAM, 
effectively identifying and delineating distinct segments 
within the agricultural landscape, setting the stage for further 
analyses. This masked image highlights SAM's capability to 
isolate regions of interest through initial segmentation. 

In Figure 2(c), segmented polygons representing agricultural 
fields obtained from SAM's segmentation are presented. This 
figure includes unwanted objects such as urban areas, trees, 
and other non-agricultural features, termed as "noise" for our 
study's purpose. It demonstrates the segmentation process 
outcome, combining both the noise (depicted in red) and the 
filtered image (depicted in green), emphasizing SAM's 
effectiveness in producing detailed and accurate agricultural 
field segmentation. 

To refine the segmentation results further for precision, Figure 
2(d) illustrates the output after implementing noise removal 
techniques as discussed in above section. By systematically 
eliminating extraneous details and artifacts, SAM's 
segmentation output becomes more polished and precise, 
providing a solid foundation for subsequent analyses. 

 
 

 

III. WINDOWS FOR OPPURTUNITY 

 
Employing SAM for crop field delineation holds 
transformative potential for crop insurance operations, 
particularly in regions with established insurance schemes. 
SAM's precision enables insurers to assess risks more 
accurately, adjusting insurance premiums according to actual 
field risks, thereby enhancing precision risk assessment. 
Moreover, SAM's accuracy provides credible field 
information, reducing fraudulent claims and fostering trust in 
insurance schemes. Beyond insurance, SAM's precise 
delineation capabilities offer valuable insights for land 
management and preservation, allowing policymakers to 
make informed decisions about land cover changes over time. 
By tracking transformations such as shifts from agricultural to 
urban landscapes or reforestation, policymakers can 
implement sustainable development initiatives while 
preserving agricultural landscapes. Additionally, SAM 
generates comprehensive field statistics, benefiting various 
stakeholders. Farmers gain access to detailed field statistics, 
enhancing their understanding of field conditions and yields, 
while agricultural extension services utilize SAM data to 
provide tailored recommendations and guidance, enhancing 
outreach and effectiveness. Governments and agricultural 
organizations leverage SAM's aggregated data for 
policymaking, resource allocation, and trend tracking in the 
farming industry, gaining insights at local, regional, and 
national levels. 

 

 

 
Figure 2Figure 2. Sequential Stages in SAM for Precise Crop 

Field Delineation in Satellite Imagery (a) Original Satellite 

image of our study area in Pakistan (b) Masked Image of the 

study area (c) Crop Field Parcel Segmentation with Identified 

Extra Polygons Highlighted 
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IV. CONCLUSION 

In summary, our research underscores the transformative 
potential of utilizing the Segment Anything Model (SAM) for 
crop field delineation across multiple sectors. SAM's precision 
and accuracy play a pivotal role in revolutionizing crop 
insurance operations, particularly in regions with established 
insurance schemes. By providing insurers with precise field 
information, SAM enables more accurate risk assessment, 
allowing for the adjustment of insurance premiums based on 
actual field risks. This not only enhances the precision of risk 
assessment but also aids in combating fraudulent claims by 
providing credible field data, thus fostering trust and stability 
within insurance schemes.  

Furthermore, SAM's capabilities extend beyond the realm 
of insurance, offering valuable insights for land cover change 
monitoring and informed decision-making in land 
management and preservation. Through SAM's ability to 
precisely delineate crop fields, policymakers gain valuable 
information regarding shifts in land cover, such as the 
transition from agricultural to urban landscapes or 
reforestation efforts. This enables policymakers to make 
informed decisions about land use, ensuring sustainable 
development while preserving vital agricultural landscapes. 

Moreover, SAM generates comprehensive field statistics, 
benefiting various stakeholders across the agricultural sector. 
Farmers gain access to detailed field information, enabling 
them to make informed decisions about crop management 
practices and optimize yields. Agricultural extension services 
leverage SAM data to provide tailored recommendations and 
guidance to farmers, enhancing their outreach and 
effectiveness. Additionally, governments and agricultural 
organizations utilize SAM's aggregated data for 
policymaking, resource allocation, and trend tracking in the 
farming industry. This allows stakeholders to gain insights at 
local, regional, and national levels, facilitating evidence-based 
decision-making and contributing to the overall sustainability 
and resilience of the agricultural sector. 

In essence, our research demonstrates the immense 
potential of SAM in transforming crop field delineation 
practices and enhancing decision-making processes across 
various domains within the agricultural sector. By leveraging 
SAM's precision and accuracy, stakeholders can make 
informed decisions, enhance efficiency, and foster trust in 
agricultural practices, ultimately contributing to sustainable 
development and livelihoods in agricultural communities. 
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Abstract— In the digital era, Sherpa revolutionizes 
personalized tourism with an AI-driven recommendation 
system, fostering meaningful connections between travelers 
and local guides. This study explores Sherpa's integration of 
collaborative and content-based filtering—specifically, 
singular value decomposition (SVD) and cosine similarity—to 
tailor travel experiences uniquely. Our methodology includes 
a detailed examination of Sherpa's algorithm and its 
implementation within a cross-platform, MERN Stack-
powered backend. We assess the system's efficacy in aligning 
recommendations with individual user preferences, based on 
quantitative user feedback and engagement metrics. Initial 
results demonstrate a significant improvement in 
personalized experience satisfaction. The paper concludes 
that Sherpa's innovative approach not only enhances the 
quality of travel recommendations but also sets a new 
standard for interactive and adaptive tourism platforms. 
Through continuous algorithmic refinement, Sherpa is 
positioned to lead a transformative shift in how travelers 
explore new destinations, offering not just journeys, but 
transformative experiences. 

Keywords: Artificial Intelligence; Digital Tourism; 
Collaborative Filtering; Content-Based Filtering; Hybrid 
Recommender System; Singular Value Decomposition; 
Cosine Similarity Matrix. 

I. INTRODUCTION 

Travel isn't just seeing sights anymore. People want deeper 
experiences when they go places. They don't just want 
planned schedules and surface interactions. Now, travelers 
aim to connect with locals. They hope to uncover hidden ge-
ms and make lasting memories. The old tourism ways don't 
satisfy these changing desires. Connectivity and curiosity 
drive travel today. Travelers yearn for meaningful encounters, 
not just observing from outside. They aspire to immerse the-
mselves in the cultures they visit. 

Sherpa shows a change in travel. It pictures tourists acting as 
members of host towns, not just visitors. Sherpa aims to make 
guided tourism different. It connects tourists with local 
guides, creating a good partnership where exploration is a 
shared project. 

Traditional tourism has limits - guidebooks and online sites 
offer insights but lack personal touch, real-time flexibility that 
only locals provide. Sherpa recognizes this limitation. It aims 
to give visitors and guides more influence by fostering cross-
cultural dialogue, offering customized memorable experie-
nces. Sherpa's genesis lies in addressing tourism's 
shortcomings. It provides a venue where cultures connect, 
making each trip unique through personalization. 

Sherpa uses an AI matching system. This system matches 
tourists with guides. It looks at what tourists like. It also looks 
at guides' skills. The AI finds hidden patterns. It uses info 
from tourists and guides. The goal is great tourist trips. The 
system matches based on tourist wants. 

The goal of offering suggestions suited to each person's 
particular tastes and interests remains a key issue for the 
travel industry, despite technological advancements. Sherpa 
tackles this challenge head-on with an innovative hybrid re-
commendation system. This approach blends content-based 
filtering using cosine similarity matrices with a seamless 
integration of collaborative filtering via singular value 
decomposition (SVD) models. By combining these methods, 
Sherpa provides travellers with immersive, personalised e-
xperiences that transcend limitations of conventional tourism 
models. 

Simply, Sherpa isn't only a mobile app. It shows a new way 
to do guided tours. Sherpa means adventure, connecting, and 
real experiences. It will make travel better for visitors and 
locals. As Sherpa grows, it will keep changing how we travel. 
One personal tip at a time. 

II. RELATED WORK 

The impact of technology on guided tourism is significant. 
Early examples like TripMate, TripAdvisor, and Airbnb have 
developed services centered on personalized travel 
experiences. These platforms offer personalized suggestions, 
local experiences, and intelligent lodging options through AI 
and big data. However, they sometimes compromise traveler 
interests, as they cater to only a limited range of customer 
preferences. 179
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On the other hand, Sherpa sets itself apart by using a hybrid 
recommender system that merges the advantages of 
collaborative filtering and content-based filtering. This 
combination enables Sherpa to offer personalized 
recommendations that cater to the distinct preferences of 
individual travelers. Lots of research had been done to 
improve the performance of basic Matrix Factorization used 
in Content based Filtering. In [2], Zhang and colleagues 
introduced Weighted Non-negative Matrix Factorization 
(WNMF) as a method to enhance NMF (Non-negative Matrix 
Factorization). They utilized weights as an indicator matrix to 
represent the visibility of entries in the matrix R. In [1] Lee et 
al. gave the idea of Non-negative Matrix Factorization (NMF) 
to enforce non-negativity in U and V, which was proved to be 
useful in computer vision fields. In [3], Salakhutdinov et al. 
showed Probabilistic Matrix Factorization (PMF), that used 
Gaussian distribution to initialize U and V, and applied 
logistic function to limit range of predicted to [0,1]. Koren et 
al. summarized this work in [4] and gave a generic framework 
for Matrix Factorization. Researchers also managed to 
incorporate information from other data sources. Zhang et al. 
used review sentiment analysis to construct virtual ratings for 
users who have not explicitly on the item [5]. Gu et al. 
proposed the Graph Weighted Nonnegative Matrix 
Factorization (GWNMF) [6]to use user/item neighborhood 
graph to preserve neighborhood information in user/item 
latent vectors [5, 1]. utilized social network information under 
the assumption that friends share similar tastes and interests. 
at the realm of recommender systems, collaborative filtering 
approaches like matrix factorization and nearest neighbor 
methods have received a lot of attention and have proven to 
be effective at recognizing similar people or products and 
capturing user preferences. Similar to this, item attributes and 
user profiles have been analyzed by content-based filtering 
techniques like cosine similarity and natural language 
processing (NLP) to produce personalized suggestions. 

III. METHODOLOGY  
Sherpa's development process is methodical and iterative, 
starting with the design and implementation of its 
fundamental components and system architecture. The 
MERN (MongoDB, Express.js, React.js, Node.js) stack 
powers the program's backend, while a cross-platform 
mobile application frontend created with React Native 
powers the application's architecture. This architecture 
makes sure that various devices and operating systems 
work together seamlessly, giving users a consistent and 
easy experience. 
The cornerstone of Sherpa's personalized experience is its 
hybrid recommender system, which combines 
collaborative filtering with SVD and content-based 
filtering using cosine similarity matrices. 
Content Based Filtering (Cosine Similarity Matrix): 
 Matrix factorization [4] is one of the most used approaches 
in recommender systems. Despite of its efficiency, MF still 
suffers from sparsity problem, i.e., users who rate only a 
small portion of items could not get proper 
recommendation, and items with few ratings may not be 

recommended well. To cure the Sparsity problem, we have 
utilized the Novel approach of CosMF from [7].  
 
Formula for Matrix Factorization is given in eq. (1):  
                             𝑅!,# = 𝑈!𝑉#$ ____________ (1) 
Where n is users and m are items. Each element of 𝑅!,#  

represents the rating of user i to item j (trip). Ui denotes 
the latent preference row vector of user i and Vj denotes 
latent feature row vector of item j, and both have k 
dimensions (latent factors). 
 
Cosine Similarity is calculated using eq. (2): 

𝑅!,# =
𝑈𝑖𝑉𝑗

𝑡

||𝑈𝑖||.||𝑉𝑗||
 = cos (𝑈! , 𝑉#) ______________ (2) 

 
Collaborative Filtering analyzes a user preferences 
database to predict additional products or services in which 
a user might be interested[8]. Collaborative filtering 
techniques analyze user-item interactions and user 
preferences to identify similar users or items, while 
content-based filtering techniques analyze item attributes 
and user profiles to generate recommendations that match 
users' preferences. 
  
Singular Value Decomposition is carried out using eq. (3): 
                                    𝐴 = 𝑈	ℇ	𝑉'______________ (3)  
Where A is the input matrix, U are the left singular matrix, 
Sigma are diagonal/eigenvalues and V is the right singular 
matrix 
 
By leveraging the strengths of both approaches, Sherpa can 
deliver highly personalized recommendations that resonate 
with individual users. 
 
Sherpa's hybrid recommender system is trained on a 
curated dataset sourced from TripAdvisor, one of the 
world's largest travel platforms [9]. This dataset contains a 
diverse range of user interactions, reviews, and item 
attributes, providing Sherpa with rich and comprehensive 
data to inform its recommendation process. The dataset is 
preprocessed and transformed into a suitable format for 
training the recommender system, ensuring that it captures 
the underlying patterns and relationships in the data. 
 

 

Figure 1: Training the Hybrid Recommender system 

Figure 1 outlines the methodology adopted to train the hybrid 
recommendation system using the procured Trip Advisor 
Dataset. First, we’ve carried out necessary cleaning and 
transformations as well as feature extraction on the dataset. 
This dataset is then divided into training and testing sets by a 
70/30 margin. The training set is used to train the SVD and 
cosine similarity Models of course each model utilizing 
different features of the dataset, it is subsequently tested and 
performance metrics are calculated before persisting the 
model onto storage. 
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As Figure 2 demonstrates, the hybrid recommendation system 
is then integrated with the Sherpa Backend by exposing the 
get recommendation function through a Flask Server Rest 
API, which the backend calls/hits to generate 
recommendations for each user on the go. 

 

Figure 2: Detailed Process: Integration with Sherpa 

 
 

IV. RESULTS  
Metric Value 
RMSE 0.8 
MAE 0.64 

Table1: Performance metrics of the Hybrid Recommendation System 
 

As shown in the table the Hybrid Recommendation System 
managed to achieve a Root Mean Square Error (RMSE) of 
0.8 and a Mean Absolute Error (MAE) of 0.64 both of 
which are indicative of good and relevant 
recommendations on the part of Collaborative Filtering. 

The Content Based filtering has also proved to suggest 
relevant recommendations based on tags and descriptions 
relevant to the user’s interactions with the app. The 
application backend and front end both have been quality 
tested for user experience, robustness and seamless 
performance. According to closed alpha test feedback the 
hybrid recommendation system has streamlined trip 
finding for the user and the issue of cold starts for new 
users is almost non-existent, “recommendations were 
organic similar to the likes of Netflix or YouTube”. We 
believe these results to be a good omen for the realization 
of our hybrid recommendation system and app “Sherpa”. 
 

V. DISCUSSION  
The heart of Sherpa's personalized experience lies in its 
hybrid recommender system. The content-based component 
utilizes natural language processing to analyze tour 
descriptions and reviews, creating user and item profiles. The 
collaborative component leverages user-item interactions to 
understand and predict preferences. The integration of these 
methods allows Sherpa to deliver highly relevant guide 
recommendations that resonate with individual user interests. 
The Hybrid Recommender sherpa engine is trained on a 
curated dataset, ensuring diversity in user preferences and 
guide offerings. The iterative development of Sherpa 
incorporates user feedback at every stage, aligning with Agile 
methodologies. The repetitive cycle guaranties continuous 
polishing and adjusting of the application to satisfy user 
anticipations. The engine behind, fueled by Node.js alongside 
Express.js, manages data handling and API oversight, 
whereas the front part, shaped using React, provides an easy-
to-use and swift interaction. The RESTful APIs developed in 
the stage of execution permit effective dialogue between the 
smartphone app and the server backend. 

Our dataset often appeared as a sparse matrix, making it 
difficult to derive meaningful insights or predictions. To 
address this, we employed Singular Value Decomposition 
(SVD), which helped reduce the dimensionality of the dataset 
and extract underlying patterns. Additionally, we tackled the 
cold start problem by constructing cosine similarity matrices, 
enabling us to measure the similarity between users or items 
based on their features or preferences. By implementing these 
solutions, we were able to enhance the effectiveness and 
robustness of our recommendation system, ensuring better 
recommendations even in the face of sparse data and new user 
or item entries. The results from Sherpa's deployment indicate 
a successful integration of AI within a mobile tourism 
application. 
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VI. CONCLUSION 

Utilizing SVD alongside the Matrix of Cosine Similarity for 
crafting uniquely tailored journey suggestions from data on 
TripAdvisor, Sherpa stands as a pioneer in the evolving era of 
navigated travel. Prospective endeavors could focus on 
advanced processing of natural language for an enriched 
comprehension of inclinations, integration of data 
instantaneously and betterment through feedback from users. 
Sherpa will become the leader in personalized travel 
technology by including augmented reality previews, 
boosting sustainability, expanding suggestions to encompass 
more travel-related topics, and optimizing scalability. This 
ground-breaking method promises to revolutionize travel by 
providing unmatched customization and paving the way for 
further developments in the travel industry. 
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PERFORMANCE ANALYSIS OF A HYBRID 

RECOMMENDER SYSTEM

Abstract—In the prevailing information age, human 

confrontation to extensive information makes it difficult to 

segregate the relevant content on the basis of choices and 

priorities. This gives rise to the need of effective 

recommendation systems that can be incorporated in 

distinct and diversified domains such as e-commerce, 

social media and news media websites and applications. By 

giving suggestions, these recommender systems efficiently 

reduce huge information spaces and direct the users 

towards the items that best match their requirements and 

preferences. Hence, they play an important role in filtering 

out the relevant user specific information. Based on the 

working principle, recommender systems can be classified 

into Content-Based System, Collaborative Filtering System 

or Popularity-Based System. However, to cope-up with the 

problems of cold-start and plasticity that are associated 

with the standalone recommender systems, hybrid 

recommendation systems are being introduced. This 

research is therefore focused on the development of a 

Weighted Hybrid Model that combines the scores of the 

three standalone recommender models in a linear fashion. 

The performance of the proposed hybrid model is tested 

against all three standalone models on an online News 

dataset. Using a Top-N accuracy metric, it is found that the 

accuracy of the weighted hybrid model is higher than the 

standalone Content-Based, Collaborative and the 

Popularity-Based models against the same dataset. An 

efficiency of 90% for the Hybrid model was achieved 

comparing to the best performing standalone model having 

an efficiency of 53%. 

1. INTRODUCTION 

Data and information have gained unprecedented pace 

in today’s world of information and technology. People 

have become considerably dependent on the technology 

that living without it seems inconceivable. People are 

overwhelmed with the extent of data available, hence, it is 

almost impossible to browse through such vast information 

space in search of the required and related news stories [1]. 

Consequently, the interest of users in the consumption of 

news either gets lowered or is completely lost. 

Recommendation of news articles faces many challenges 

because of the dynamic environment, such as, new updates 

in the articles and changes in user preferences. Therefore, 

an efficient news recommendation system must be able to 

process and address the rapidly evolving and continuous 

inflow of news [1]  

Content-based and collaborative filtering 

recommendation systems (discussed in Section 2) can  

provide some effective recommendations but each of the 

approaches come with few disadvantages. [2] To tackles 

this issue, this research is therefore focused on the 

development of a “Hybrid Recommendation Model” which 

has been built by combining content-based filtering and 

collaborative filtering systems. This hybrid model will also 

be combined with the popularity model to increase the 

accuracy of recommendations and to cope with problems 

such as cold start. 

 

1.1. LITERATURE REVIEW 

Recently, recommending news articles or other 

documents in the format of web objects has gained more 

research attention. Several adaptive news recommending 

systems, such as Google News and Yahoo! News provide 

personalized news recommendation services for a 

substantial number of online users [3].  

A personalized new recommendation system with the 

help of a popular micro blogging service “Twitter” has been 

proposed by [4]. News articles are recommended based on 

popularity of the article identified from Twitter’s public 

timelines.  

Models and memory-based algorithms have been used 

which utilizes the weighted average of past ratings from 

other users and the weight is proportional to the similarity 

between the users [5]. Measures that have been used to find 

similarity are Pearson Correlation Coefficient and Cosine 

Similarity. This approach models the user preferences based 

on prior information.  
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The research carried out by [5] was taken further by 

using information filtering that filters the relevant 

information from the unwanted information stream [6]. 

Firstly, an analysis of user’s interests spanned over a period 

of 14 months was carried out by using click distribution. 

Then Bayes rule was applied to predict the users’ interest 

for a particular period of time. These predictions made for 

the particular times were then combined and a final 

prediction was made for the user against a longer period of 

the time.  

In the earlier times, Popularity was one of the only 

metrics used for the news recommendation [7], [8] and [9]. 

The popularity-based news recommendations were based 

on the number of times a news article has been read by the 

users. However, this approach had a lot of shortcomings 

especially in cases where the news gets old, even though it 

is popular but it might not be of interest to the users. On the 

other hand, the newly published news with low popularity 

might be of more interest to the users.  

A notable work in the area of News Recommendation 

Systems is SCENE (Scalable two-stage Personalized News 

Recommendation system) [10]. The main focus in this 

research was over the news selection. Experiments were 

conducted on how to match the news with the user interests 

while maintaining the highest accuracy and diversity. The 

goal was achieved by maintaining a huge metadata of the 

users, thereby effecting the news selection and improving 

the news recommendation.  

The main application area of Content Based Filtering 

(CBF) technique is semantic-based Recommender and 

specific news websites. In order to address the shortcomings 

of both Collaborative Filtering (CF) and CBF approaches, a 

Hybrid recommendation approach is adopted. It has been 

observed that Hybrid approach is exhaustively used for 

news Recommender since 2010 (i.e., 60%), because the 

challenges faced by CBF and CF techniques can be 

overcome by using a complementary technique such as 

hybrid model. [11]  

Collaborative filtering approach in recommendation 

system is demonstrated in Scalable Collaborative Filtering 

with Jointly Derived Neighbourhood Interpolation Weights. 

This improves the prediction accuracy by improving the 

interpolation precision and simultaneously deriving the 

interpolation weights for all nearest neighbours. [12]. This 

technique has been called Singular Value Decomposition 

(SVD) recommenders in [13]  

Other related research includes Europe Media Monitor 

(EMM) News Explorer [14] and Newsjunkie [15] that uses 

the news content and named entities for carrying out 

recommendation of news. However, EMM News Explorer 

does not provide personalized services and Newsjunkie 

does not address the news selection, news presentation and 

scalability issues.  

In [16], the recommendation is carried out by using two 

modules: an offline module that pre-processes the data to 

build reader and content models, and an online module that 

uses these models in real time to recognize the reader’s 

needs and goals and predict a recommendation list, 

accordingly. The recommended objects are obtained by 

using a range of recommendation strategies mainly based on 

content based filtering and collaborative filtering 

approaches, each applied separately or in a combination 

[16]. 

 

1.2. NOVELTY OF THE RESEARCH 

The related work from the literature review mostly uses 

algorithms that involves collaborative filtering or content-

based filtering when it comes to news/blogs 

recommendation. To achieve more promising and accurate 

results, two algorithms (namely, Collaborative and Content-

Based Filtering) has been combined to propose a hybrid 

recommendation system which takes the weighted average 

of collaborative filtering score with content-based scores 

and performs recommendation ranking by resultant scores. 

Further, to cope with the cold start issue, this developed 

model has also been combined with popularity-based 

model. The accuracy of results achieved by this novel 

hybrid recommendation model increased exponentially.  

 

2. RECOMMENDATION SYSTEMS 

 The definition of recommendation systems has evolved 

over the past 14 years. Recommender systems aim to predict 

users' interests and recommend items that are most likely of 

interest to them. These are one of the most powerful 

machine learning algorithms that are used to increase the 

traffic. [17] Recommendation systems are typically used to 

speed up the search process and making it easy for the users 

to reach the content that truly interests them. Several 

Recommendation systems have been deployed over the 

decade for different domains [18]. The two main types of 

recommendation systems [19] are discussed in Section 2.1 

and 2.2. 

 

2.1. CONTENT BASED FILTERING APPROACH 

In content-based filtering a user profile is created 

which is then used to make recommendations to the user 

[20]. The data is collected, either explicitly (rating) or 

implicitly (clicking on a link). So, the idea in content-based 

filtering is to tag products using certain keywords, 

understand what the user likes, look up those keywords in 
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the database and recommend different products with 

similar attributes [20].  

 

The main focus in content-based approach is on the 

attributes of the items, where the similarity among items is 

determined by comparing the attributes of these items. In 

content-based filtering approach, users or items are 

considered as atomic units and better-personalized 

recommendation is being made by gathering more 

information about the user or item [20].  

 
 

Figure 1: WORKING OF CONTENT-BASED FILTERING 

 

For content-based filtering, the most popular vector space 

model Term Frequency–Inverse Document Frequency (TF-

IDF) is used to select a set of candidate items. TF-IDF score 

is the product of term frequency (number of times a term 

appears in the document) and Inverse document frequency 

(measure of weather a term is rare or common in the 

collection of documents) [21].  

 

Mathematically, the TF-IDF score for the word t in the 

document d from the document set D is calculated as 

follows [21]:  

𝑇𝐹−𝐼𝐷𝐹 (𝑡,𝑑,𝐷)=𝑡𝑓 (𝑡,𝑓) × 𝑖𝑑𝑓 (𝑡,𝐷) 

 

Where, 

𝑡𝑓 (𝑡 , 𝑑) = 𝑙𝑜𝑔 𝑙𝑜𝑔 (1 + 𝑓𝑟𝑒𝑞 (𝑡 , 𝑑) ) 

 

𝑖𝑑𝑓 (𝑡 , 𝐷)=𝑙𝑜𝑔 𝑙𝑜𝑔 ((𝑁/𝑐𝑜𝑢𝑛𝑡)(𝑑 ∈ 𝐷 ∶ 𝑡 ∈ 𝑑) 

 

TF-IDF algorithms apply to different dimensions of an 

article by selecting contents and for calculating similarity 

among them. 

 

2.1.1. CHALLENGES FACED BY CONTENT 

BASED FILTERING 

 

As content-based filtering decides only using the tags, it 

faces a few challenges in recommending as: 

  

o Limited Content Analysis: If the content doesn’t contain 

enough information to discriminate the items precisely, the 

recommendation itself risks being imprecise [22]. 

  

o No Diversity: User will never be recommended different 

items that he might like. Due to which business might not 

expand [22].  

 

o New Users: User Profile Information collected requires 

considerable amount of data and features to define an item. 

Adequate information is thus required to be able to 

recommend effectively [22].  

 

2.2. COLLABORATIVE FILTERING APPROACH 

 

Collaborative filtering is a technique that can filter out 

items that a user might like based on reactions by similar 

users. [22]. It is based upon the historical data and 

assumption here is that, if the user who have liked or views 

something in the past is likely to like or view similar 

content in the future as well. Collaborative filtering can be 

of two types [22]. 

 

A) User Based Collaborative Filtering 

 

In user-based collaborative filtering, recommendations 

are made based on similar users who share the same 

rating pattern as of active user. 

 

 
 

Figure 2: User-Based Collaborative Filtering 

 

B) Item Based Collaborative Filtering 

 

Item based collaborative filtering is a type of 

recommendation method which looks for similar items 
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based on the items users have already liked or 

positively interacted with. 

 
 

Figure 3: Item-Based Collaborative Filtering 

 

Single Value Decomposition (SVD) is used as a Matrix 

factorization technique to find the similarities between 

users as well as similarities between the articles. An 

advantage of using this approach is that instead of having a 

high dimensional matrix containing abundant number of 

missing values, a much smaller matrix in lower-

dimensional space is required. The m ore factors there are, 

the more specific the model will be. However, the model 

may result in over fitting, if too many factors are taken into 

consideration. 

 

2.2.1. CHALLENGES FACED BY CONTENT 

BASED FILTERING 

 

Some of the challenges faced by the collaborative filtering 

are:  

  

o Cold Start: Cannot effectively handle the fresh items. 

Since, fresh items or users do not have enough rating 

to find a relation [7].  

 

o Scalability: Collaborative filtering essentially 

depends on the number of users of a system. As the 

number of users increases, the complexity of analysing 

similar users and examining the history of the items 

used by these users increase exponentially. Scalability 

is also an issue where online systems need to react 

immediately to the requirements of the users [7].  

 

 

o Shilling Attack: The abusing use of liking or disliking 

a product can affect this recommendation model [7].  

 

o Data Sparsity: People mostly don’t rate the items. 

Due to which there are missing ratings of a new item. 

This leads to poor recommendations. [7]  

 

 

3. METHODOLOGY: 

 

The proposed method was to combine the two most 

popular recommendation models, i.e., Content-based 

filtering and Collaborative filtering and develop more 

accurate hybrid model by eliminating drawbacks of each 

other. Further, to cope with the issue of cold start and also 

increase the model accuracy, proposed hybrid 

recommendation model is combined with the popularity-

based recommendation model. 

 

 
 

Figure 4: Flowchart of the overall methodology 
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3.1. EXPERIMENTAL SETUP 

 

In this research, the recommendation models have 

been developed in Python. To overcome over fitting and to 

randomize the dataset, cross validation technique called 

Holdout has been used to validate the results. The data set 

was split in train data and test data, 20% of the data for 

testing purpose and 80% for training the model. 

 

3.2. MODEL SELECTION – HYBRID 

RECOMMENDATION MODEL  

 

Content-based and collaborative filtering can provide 

some effective recommendations but each of the 

approaches have some disadvantages. [23] Thus, in order 

to improve the results, a hybrid model has been used in 

which the two algorithms content based filtering and 

collaborative filtering was combined.  

 

It takes the weighted average of Collaborative filtering - 

Score with Content- Based scores and performs 

recommendation ranking by resultant scores.  

 

𝑅𝑒𝑠𝑢𝑙𝑡𝑎𝑛𝑡 𝐻𝑦𝑏𝑟𝑖𝑑 𝑆𝑐𝑜𝑟e = 𝐶𝐵𝐹 𝑆𝑐𝑜𝑟𝑒 × 𝑆𝑉𝐷 𝑆𝑐𝑜𝑟𝑒 

 

This Hybrid model has also been combined with the 

popularity model to cope with cold start and to increase the 

accuracy of recommendation even more. 

 

Popularity Based Recommendation Model – It takes the 

weighted average of Collaborative filtering Score with 

Content Based scores and performs recommendation 

ranking by resultant scores. popularity based 

recommendation system works with the trend. It basically 

uses the items which are in trend right now. For example, 

if any item which is usually viewed by every new user, then 

there are chances that it may suggest that item to the user 

who just visited.  

 

“Popularity-Based Filtering Model sums up users’ 

interactions with each article and recommends the article 

with the most interactions.” 

 

3.3. DATASET 

 

The dataset used to train and test the hybrid 

recommendation model has been downloaded from kaggle 

[17] which contains the real samples of 12 months news. 

Dataset is properly labeled and has two parts. One part 

contains the Articles and their timestamp, contentID, 

authorID, contentType, URL, title and text. Second part 

contains User Interactions such as eventType, contentID, 

sessionID, userAgent (Browsers, etc.), userRegion, 

userCountry, etc. It contains data of about 73000 logged-in 

users and more than 3000 user interactions. 

 

3.4. DATA PRE-PROCESSING 

 

There are five types of user interactions in the dataset. 

VIEW (The user has opened the article), LIKE (The user 

has liked the article), BOOKMARKS (The user has 

bookmarked the article for easy return in the future), 

FOLLOW (The user chose to be notified on any new 

comment in the article), COMMENT (The user created a 

comment in the article). 

 

Since, there are different interaction types, specific weights 

should be associated to the interactions. For instance, 

“comment” on an article weighs more than a “simple 

view”. Henceforth, in the first step of pre-processing, 

weights were associated to each interaction that the user 

performs on the data based on their importance in accurate 

recommendations such as: View 1.0, Like 2.0, Bookmark 

2.5, Follow 3.0, Comment 4.0.  

 

In the second step, the users and interactions having 

weights less than five were removed. This is because the 

users and interaction with such low weight cannot be 

considered as base for recommendation. The details of the 

dataset after pre-processing can be seen in table… 

 

Interactions before removal  72312  

Interactions after removal  69869  

 

Users before removal  1897  

Users after removal  1140  

 

In the final step, the Unique Interactions were calculated 

using already calculated weighted sum of interactions for 

each news article of every user.  

 

Total Unique Interactions  39106  

 

3.5. EVALUATION METRICS 

 

To find the efficiency of the proposed model, 

evaluation has been carried out as it is one of the most 

important aspects to any machine learning project. 

Evaluation enables to compare different hyper-parameter 

choices and algorithms for the models. [24]. Evaluation 

also helps us identify the generic nature of the proposed 

model, also known as Generalization. Hence, holdout 

method of cross validation has been used to generalize our 

model by tuning it accordingly.  

 

Evaluation technique that has been used in this research is 

the Top-N accuracy metrics. It evaluates the accuracy by 
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comparing the recommendations provided to the user with 

the items the users actually interacted with in the test set 

[24]. The Top-N accuracy metric that was chosen for the 

hybrid model is Recall@N which evaluates whether the 

interacted item is amongst the top N items in the ranked list. 

[24] 

 

4. RESULTS AND DISCUSSIONS 

 

The evaluation of Popularity Model was performed by 

the method discussed in section 3, and it is surprising you 

that a popularity model can perform this well. It achieved 

the Recall@5 of 0.241, meaning 24% of interacted items in 

test sets were ranked by popularity model among the top-5 

item. Recall@10 was 37% higher as expected.  

 

In the content-based filtering, a Recall@5 of 0.414 was 

achieved, which means about 42% of interacted items in 

test set were tanked by content-based filtering among the 

top-5 items. Recall@10 was higher at 53%.  

 

In the Collaborative filtering, a Recall@5 of 0.333 was 

achieved, which means about 33% of interacted items in 

test set were tanked by content-based filtering among the 

top-5 items. Recall@10 was higher at 47%.  

 

After these results, the developed Hybrid Recommendation 

model was also evaluated, and the results were higher than 

all other recommendation models. A Recall@5 of 0.434 

was achieved, which means about 44% of the interacted 

items in the test set were ranked by Hybrid Model among 

the top-5 items. Recall@10 was 54%. After combining the 

popularity-based model with the Hybrid model, the 

Recall@5 increased up to 65% and Recall@10 reaches up 

to 90%. These results can be thoroughly seen in table 1. 

 

4.1. COMPARISON OF DIFFERENT 

RECOMMENDATION MODELS 

 

The results of recommendation models working 

independently were compared with the proposed hybrid 

model. The results were clearly in favor of the hybrid 

recommendation model. It has been found that when the 

proposed Hybrid model was merged with Popularity 

model, the accuracy was even increased to 90%. 

Comparison of the results has been shown in Table 1 and 

represented graphically in Figure 5. 

 

 

 

 

 

 

Model Name  Recall@5  Recall@10  

Popularity Model  24%  37%  

Content Based Filtering  42%  53%  

Collaborative Filtering  33%  47%  

Hybrid Model  44%  54%  

Hybrid + Popularity  65%  90%  

 

Table 1: Tabular Comparison of Recommendation Models 

 

 

 
 

Figure 5: Graphical representation of the accuracy of Different 

Recommendation Models 

 

5. CONCLUSION 

 

Content-based and collaborative filtering can provide 

some effective recommendations but each of the 

approaches have some disadvantages. In this research, the 

development of a Weighted Hybrid Model was proposed 

that combines the scores of the three standalone 

recommender models in a linear fashion. The hybrid 

recommendation model takes the weighted average of 

collaborative filtering score and the content-based filtering 

scores to carry out the recommendation ranking based on 
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the resultant scores. This Hybrid model has also been 

combined with the popularity model to cope with cold start 

and to increase the accuracy of recommendation even 

more. The performance of the proposed hybrid model is 

tested against all three standalone models on an online 

News dataset. Using a Top-N accuracy metric, it is found 

that the accuracy of the weighted hybrid model is higher 

than the standalone Content-Based, Collaborative and the 

Popularity-Based models against the same dataset. An 

efficiency of 90% was achieved for the proposed Hybrid 

model comparing to the best performing standalone model 

having an efficiency of 53%. This research is not limited to 

news websites only, but it can be extended to other 

recommendations such as in e-commerce. 
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Abstract— Brain tumor detection is a pivotal component of 

neuroimaging, with significant implications for clinical 

diagnosis and patient care. In this study, we introduce an 

innovative deep learning approach that leverages the cutting-

edge Vision Transformer model, renowned for its ability to 

capture complex patterns and dependencies in images. Our 

dataset, consisting of 3000 images evenly split between tumor 

and non-tumor classes, serves as the foundation for our 

methodology. Employing Vision Transformer architecture, we 

processed high-resolution brain scans through patching and 

self-attention mechanisms. The model is trained through 

supervised learning to perform binary classification task. Our 

employed model achieveded high of 98.37% in tumor detection. 

While interpretability analysis was not explicitly performed, the 

inherent use of attention mechanisms in the Vision Transformer 

model suggests a focus on important brain regions and enhances 

its potential for prioritizing crucial information in brain tumor 

detection. 

Keywords: Brain Tumor Detection, Medical Imaging, 

Classification, Vision Transformers, ViT, Machine Learning, 

Deep Learning 

1. INTRODUCTION 

Brain tumors are a major global health concern, and by early 

identification patient healthcare can be greatly enhanced. 

Computed Tomography (CT) and Magnetic Resonance 

Imaging (MRI) are commonly used medical imaging 

techniques for tumor diagnosis in human brain. However, the 

diagnosis still relies on doctor or radiologist decision, which 

is error prone and time-consuming process. In order to support 

medical personal in making fast and precise diagnosis, the 

increasing amount of brain imaging data need sophisticated 

computational algorithms.  

This research presents the incorporation of a type of artificial 

neural networks called vision transformer (ViT) for the brain 

tumor detection.  ViT are a viable option for medical image 

analysis, since they have demonstrated exceptional 

performance in a variety of computer vision tasks. The 

purpose of the research is to assess the accuracy of vision 

transformers while detecting brain tumors. 

Vision transformers are a useful tool for detecting brain 

tumors because of their capacity to extract contextual 

information and spatial correlations from medical images. In 

contrast to conventional convolutional neural networks 

(CNNs), which analyze images using a fixed grid-like 

structure, vision transformers use a self-attention mechanism 

that enables them to take interactions and long-range 

relationships between various image regions into account. 

Additionally, vision transformers have proven to perform 

remarkably well in a variety of computer vision applications, 

such as segmentation, object identification, and image 

classification. They are a desirable alternative for medical 

image analysis, where reliable and accurate abnormality 

detection is crucial, due to their capacity to learn from large-

scale datasets and generalize well to unseen data. 

This research aims to assess the effectiveness of ViT for 

identifying brain tumors through extensive experimentation 

and achieve an acceptable accuracy by ViT for the said task. 

Our research will demonstrate the potential of ViT as a 

valuable tool for diagnosing brain tumors in clinical setting. 

 

The research paper has been divided into five sections. 

Section 1elaborates the Introduction, Section 2 covers the 

Literature Review, Section 3 covers the methodology, 

Section.4 discusses results and section 5 conclude the paper.  

 

2. LITERATURE REVIEW 

During the previous decade, deep learning algorithm made a 

great hype by their high performance in various domains 

ranging from textual analysis to image analysis. These 

algorithms also extensively used for healthcare data and 

helped in automating various tasks related to healthcare while 

achieving comparable accuracy to that of human. The 

incorporation of deep learning techniques has resulted in a 

remarkable revolution in the field of brain tumor 

identification. Conventional approaches in this field mostly 

depend on manually designed features and rule-based 

algorithms, which frequently prove inadequate for managing 

the complex and diverse nature of medical images. In a 

research study, Kumar et al. [1], has made significant 

progress in proving that Convolutional Neural Networks 

(CNNs) are effective at automating the process of identifying 

brain tumors. Conventional methods have difficulties when it 

comes to capturing spatial hierarchies and patterns inside 

medical images. CNNs have proven essential in overcoming 

these challenges.  

Even with CNNs' significant success, it is still necessary to 

investigate new approaches.  Hossain et al. [2] developed the 

concept of vision transformers and provided a new dimension 

to improving the detection of brain tumors. Vision 

transformers provide a comprehensive viewpoint by 
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removing global dependencies from images, which may 

enhance the model's capacity to identify complex and subtle 

patterns suggestive of malignancies. By customizing vision 

transformers for the classification of medical images, 

Manzari et al. [3] have made a significant contribution to this 

investigation. Their research highlights how adaptable these 

transformer models are at handling the difficulties presented 

by intricate medical imagery. 

The quick advancement of medical imaging technology 

emphasizes how crucial it is to identify brain tumors with 

accuracy. Puttagunta et al. [4] offer an extensive overview of 

deep learning methods for medical images interpretation. 

Their work describes the changing environment in which 

precise identification becomes more and more important, in 

addition to highlighting the revolutionary potential of these 

tools. Furthermore, the work of Sadad et al. [5] offers an 

insightful information about brain tumor detection through a 

wider variety of machine learning algorithms, offering a 

comprehensive overview of the difficulties faced and 

prospects in the field. 

Ahn et al. [6] in their study, provides the theoretical 

foundation for comprehending attention mechanisms, which 

are a crucial aspect of vision transformers. The model can 

detect global dependencies in images, thanks to this attention 

mechanism, which is in line with the complex needs of brain 

tumor diagnosis. 

The field of brain tumor diagnosis has experienced a dynamic 

shift due to the incorporation of state-of-the-art deep learning 

techniques. This development was prompted by the limits of 

traditional approaches that relied on manually created 

features and rule-based algorithms. Recent research has 

demonstrated the revolutionary potential of convolutional 

neural networks (CNNs) in automating the complex process 

of recognizing brain tumors, as demonstrated by the work of 

Kumar et al. [1]. With their capacity to extract intricate 

patterns and spatial hierarchies from medical images, CNNs 

are a key component in the development of diagnostic 

techniques. 

The study of Brownlee et al [7], which focuses on mastering 

machine learning techniques by providing useful information 

that can support the continued advancement and deployment 

of deep learning techniques in the particular field of brain 

tumor identification. The notion of vision transformers was 

created by Akinyeluet al. [8] added a new layer to enhance to 

ViT for brain tumor identification. By eliminating global 

dependencies from images, vision transformers offer a 

holistic perspective that may improve the model's ability to 

recognize intricate and nuanced patterns suggestive of 

tumors. A noteworthy contribution to this study has been 

made by Wanget al. [9], who customized vision transformers 

for the classification of medical images. Their study 

demonstrates how versatile these transformer models are in 

managing the challenges posed by complex medical images. 

 Jiang, et al. [10], in their work provided in-depth review of 

deep learning techniques for the interpretation of medical 

imaging data. Their work highlights the revolutionary 

potential of these techniques and outlines the evolving 

environment in which exact identification becomes 

increasingly vital. Moreover, Tummalaet al. [11] provide 

informative data regarding the identification of brain tumors 

using a greater range of machine learning algorithms, 

providing a thorough summary of the challenges encountered 

and future prospects in the field.  

Asiriet al. [12] utilized attention mechanism to enables the 

model to identify global dependencies in images, which is 

consistent with the requirements of complicated task of brain 

tumor diagnosis. 

The work of [14, 15, 16, 17] provides a variety of 

perspectives and approaches that greatly enhance our 

knowledge and progress in the field of brain tumor detection 

using deep learning techniques. 

 

3. METHODOLOGY 

 

This section explains the overall methodology of this research 

and is presented in Figure.1 by the methodology flow 

diagram. 

 

Figure 1. Methodology flow diagram 

 

3.1 Data Description  

The dataset that has been utilized for our research study is Br35H 

Brain Tumor Detection 2020 Dataset and is available on Kaggle. 

The dataset contains 3000 T1 weighted  images of tumorous (yes) 

class  and healthy (no) brain scans. Each class has 1500 images and 

equal distribution of the Dataset. Sample MRI brain scans of tumor 

and without tumors are shown in Figures 2(a) and (b), respectively. 
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 (a) with tumors  

 

(b) without tumors  

Figure 2. Samples from the dataset 

3.2 Preprocessing 

Data preprocessing is a vital step in preparing data that is 

suitable for model training. This enhances data quality, 

compatibility and ensure optimal performance by the model 

being trained. Various preprocessing steps that are applied on 

the utilized dataset are explained as follow; 

• Resizing: The dataset contains images that are of 

varying sizes. Hence, resizing is done to bring every 

image to 240 × 240 pixels, which was an important 

first step. This consistency allowed our model to 

have consistent input dimensions, which made 

processing easier. 

• Normalization: In order to scales data to a common 

range, normalization is done. The process ensures 

that all the input features have a similar influence on 

the model, preventing certain features from 

dominating the learning process due to differences 

in their original scales. This aid in effective learning 

and performance improvement of the model.  

To achieve normalization, we used the following 

mathematical transformation. 

𝑋′ =
𝑋 − 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛
 

where the resized image is represented by𝑋and the 

normalized image is represented by X′ . 
• Label Encoding: By label encoding we converted 

the categorical labels yes and no for brain tumor 

presence and absence, into numerical values to make 

sure they are compatible with our model.  

 

3.3. Vision Transformer (ViT) 

The Vision Transformer, or ViT, is a model for image 

classification that employs a Transformer-like architecture 

over patches of the image. An image is split into fixed-size 

patches, each of them are then linearly embedded, position 

embeddings are added, and the resulting sequence of vectors 

is fed to a standard Transformer encoder. In order to perform 

classification, the standard approach of adding an extra 

learnable “classification token” to the sequence is used [19]. 

The intricate details of medical images are catered in the 

vision transformer architecture. In order to process image 

patches and enable the network to capture both local and 

global information, the model is composed of a number of 

transformers block as shown in Figure 3. The model can 

assess the relative importance of various regions in the 

input images using the self-attention process. 

3.4 Model Architecture 

The model architecture we have implemented for this study 

is depicted in Figure.3. and is explained as follows; 

• Image Patching: The input to the model is split up 

into smaller patches as part of the patching 

process. This separation makes processing more 

efficient and makes it possible for the model to 

successfully collect local spatial information. 

• Image Flattening: After patching, the two-

dimensional spatial information is converted into a 

linear representation by flattening the patches. The 

data is now ready for additional processing inside 

the model. 

• Patch Encoder: Patch Encoder module processes 

the flattened patches. This module's dense 

projection layer and positional encoding encode the 

patches' spatial information and give the locations of 

the patches within the image context. 

• Positional Encoding: An essential part of 

embedding positional information into the patch 

representations is positional encoding. As a result, 

the model is able to comprehend the spatial 

relationships between patches and gather crucial 

categorization context. 

• Transformer Encoder Block: The Transformer 

Encoder Blocks are the central component of the 

model. These blocks are made up of feedforward 

neural network layers and multi-head self-attention 

layers. They facilitate the model's ability to extract 

high-level characteristics from the encoded patches 

and to capture global dependencies. 

• Aggregate Representation: Upon completion of 

several Transformer Encoder Blocks, the 

representations obtained from every patch are 

combined. The contextual data that is acquired from 

every patch is combined throughout this aggregation 

phase to provide a complete representation of the 

full image. 

• Classification: In the end, a classification head made 

up of dense layers receives the combined 

representation. To ascertain whether or not a brain 

tumor is present in the input image, these layers 

carry out categorization. 
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Figure 3 :Model Architecture 

 

3.5 Training Strategy 

Here, we describe the training approach that we used to train 

our brain tumor identification model using the Br35H: Brain 

Tumor detection 2020 Kaggle dataset in an efficient manner. 

 

Data Splitting: We divided the dataset into separate training 

and testing sections in order to create a strong training 

regimen. To ensure there was enough data for the model to 

learn, we set aside 80% of the dataset for training. The 

remaining 20% 3was set aside for testing, allowing for an 

objective assessment of the performance of the trained model. 

 

Hyperparameters Settings: 

• Learning rate: We regulate the rate at which the 

model modifies its parameters during optimization 

by setting the learning rate to 0.001. The trade-off 

between parameter stability and convergence speed 

is balanced by this decision. 

• Weight Decay: To prevent overfitting inclinations, a 

weight decay of 0.0001 was used as a regularization 

strategy. Model generalization is promoted by 

weight decay, which penalizes large parameter 

values. 

• Batch size: The number of samples processed in 

each training iteration was determined by our 

training procedure, which included a batch size of 

32. This batch size balances gradient stability with 

computational efficiency. 

• Number of epochs: The training process took place 

over fifty epochs, allowing for iterative dataset 

learning. The model is exposed to the data 

throughout several epochs, which promotes model 

convergence and parameter refining. 

• Image Size and Patch Size: After resizing the input 

images to 240 by 240 pixels, patches with a size of 

20 by 20 pixels were extracted. These dimensions 

played a crucial role in specifying the input 

organization and spatial resolution of the feature 

extraction process of the model. 

• Transformer Architecture: Eight transformer layers, 

each incorporating four attention heads, made up our 

model architecture. Dense layers with units [2048, 

1024] were featured in the final classifier, while the 

transformer units had size [128, 64]. These 

architectural decisions were carefully considered in 

order to maximize the expressiveness of the model 

and its ability to identify complex patterns in the 

data. 

 

 

4. RESULTS and DISCUSSION 

The implemented ViT model shows in impressive 

performance while utilizing the Br35H dataset. The model 

performance plots are shown in Figure.4. and the 

classification report is shown in Table.1. 

 

 a) Training and Validation loss graph: 

The Graph shows how training and validation loss changed 

over the course of 50 epochs while your brain tumor detection 

model was being trained. At first, there is a declining trend in 

both the training and validation losses, which suggests that 

the model is successfully learning from the data. Both 

trajectories, however, converge at the 50th epoch, indicating 

that the model has reached a stage at which more training no 

longer considerably enhances its performance. This 

convergence shows that the model is performing at its best 

and has successfully captured the underlying patterns in the 

data. The losses then level out or maybe even begin to rise, 

indicating that the model has taken in all the information it 

can from the training set. Overall, the convergence after 50 

epochs shows that training was successful and efficient by the 

model. 

 

b) Training and Validation Accuracy graph: 

The accuracy of our brain tumor detection model during 

training and validation is shown in the graph. Both accuracy 

levels rise gradually, peaking close to the 50th epoch. At this 

stage, the model obtains an impressive testing accuracy of 

98.37%, demonstrating its efficacy in correctly categorizing 

photos of brain tumors. This great accuracy shows how 

reliable and appropriate the model is for practical use in 

clinical settings. 
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(a) (b) 

Figure 4. ViT training and validation (a) Loss (b) Accuracy 

 

 
Table 1. Classification Report 

 Precision Recall F1-Score Support 

Yes 1.00 0.99 0.99 300 
No 0.97 0.99 0.98 300 
Accuracy   0.98 600 

 

Explanation of classification Report 

• Precision:  Precision is defined as the percentage of 

actual positive forecasts among all positive 

predictions. The precision for the "Yes" class (brain 

tumor presence) in this instance is 1.00, meaning 

that all of the cases that were predicted to have brain 

tumors were accurate. Similarly, the precision for 

the "No" class (absence of brain tumor) is 0.97, 

meaning that 97% of cases that were predicted to be 

brain tumor-free were accurate.  

• Recall:  The percentage of true positive predictions 

among all actual positive cases is measured by 

recall, which is sometimes referred to as sensitivity. 

With a recall of 0.99 for the "Yes" class, the model 

was able to accurately identify 99% of real brain 

tumor cases. The recall for the "No" class is likewise 

0.99, meaning that 99% of real cases. 

• Support: In the dataset, Support is the total number 

of instances of each class. Our test data consist of 

300 MRI scans from each class, totaling 600. 

• Accuracy: Measured as the percentage of correctly 

classified occurrences over the total number of 

examples, accuracy assesses the overall correctness 

of the model's predictions. With an accuracy of 0.98, 

98% of the cases in the dataset were properly 

classified by the model. 

 

 5.  CONCLUSION 

The field of medical image processing is undergoing a 

fundamental paradigm changes with the integration of vision 

transformers for brain tumor diagnosis. Vision transformers are 

extremely useful tools for healthcare practitioners because of 

their special qualities, which include their interpretability and 

ability to understand complex relationships among images. One 

important function of the attention mechanism, which is a 

distinguishing characteristic of vision transformers, is to shed 

light on the particular characteristics that influence the model's 

judgment. In the medical industry, confidence and 

comprehension of the diagnostic procedure are greatly enhanced 

by transparency. The vision transformer model is being 

improved and optimized on a continuous basis. To evaluate the 

model’s generalizability and robustness, extensive research is 

being conducted across a wide range of datasets and clinical 

settings.  

Finally, this study emphasizes how important it is to incorporate 

vision transformers into the field of brain tumor identification. 

The model's proven performance on a variety of complex 

medical images represents a significant breakthrough in 

diagnostic skills. In addition to their exceptional performance, 

vision transformers can be interpreted, giving medical 

professionals useful information on the decision-making 

process.  In addition to having the capacity to interpret intricate 

patterns, these models have the potential to improve accuracy, 

which makes them revolutionary instruments for medical 

practitioners. This study represents not only a significant 

advancement but also a possible paradigm changes in the field 

of brain tumor detection. 
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Detection of Holes in Point Clouds using Statistical 
Technique

Abstract— A point cloud is a dynamic, three-dimensional 
geometric representation of data that has different qualities for 
every point, including geometry, normal vectors, and color. 
However, holes that often occur during the 3D point cloud 
collection process provide an immense obstruction to the analysis 
and reconstruction of point clouds. Thus, detecting these holes is a 
crucial initial step toward obtaining precise and comprehensive 
representations of the real surfaces. Although there are several 
methods available for hole detection and filling, the problem is 
exacerbated by their shortcomings, which include high 
computation complexity or limited effectiveness. Our method is 
based on a sequence of basic but efficient statistical techniques. 
Our method is based on a sequence of basic but efficient statistical 
techniques. First, we find the mean distances between each point 
using the K Nearest Neighbors (KNN) technique. Next, we can 
categorize normal points and points that belong to holes and 
borders by using this mean as a threshold. Our method's simplicity 
and low computational resource needs offer significant advantages 
over other approaches. 

Keywords: Point clouds; Hole detection; Surface reconstruction; 
Statistical analysis. 

I. INTRODUCTION 
The evolution of laser scanning technology has democratized 
the process of digitizing objects, enabling precise and efficient 
data acquisition at scale. This advancement has catalyzed the 
emergence of reverse engineering, a process wherein digital 
models are generated from point cloud data as a valuable tool in 
various industries. A point cloud is a collection of points of data 
plotted in 3D space, using a 3D laser scanner. Such as, when 
scanning a building, every virtual point would correspond to a 
real spot on the metalwork, wall, window, or any other surface 
where the laser beam comes into contact. A point cloud can be 
defined as “A Point Cloud is an unordered set of 3-dimensional 
points in a frame of reference (Cartesian coordinate system) on 
the surface of objects.” The point cloud is a set of discrete points 
obtained by scanning the object’s surface with a three-
dimensional (3D) scanning device. The point cloud can directly 
and stereoscopically represent the geometric features of the 
object’s surface. Various additional details can be used along 
with 3D coordinates to represent them. A few are listed below: 

i. RGB color information associated with each point.  
ii. Normal to surface at each point. 

iii. Information about meshes (vertices & edges). 

3D laser scanner technology is the foundation of 3D point cloud 
data. These electronic devices use visible light and lidar-based 
technology to gather detailed information about a specific area. 
The performance of the scanning device in use has a major 
impact on the final point cloud's clarity and accuracy. 
Nowadays, there are various sensors available for 3D scanning 
which are based on various principles some of which are 
mentioned below: 
 

i. Structured Light Cameras 
ii. Time-of-flight sensors 

iii. Stereo Vision 
iv. Microsoft Kinect Cameras 

 
Point cloud is of paramount importance in 3D object 
reconstruction, and object recognition with its high precision 
and fast processing speed [1][2]. It is also useful in 
Simultaneous Localization and Mapping (SLAM) and 
Preservation & restoration. It is possible to scan the complete 
surface of an object using high-fidelity scanners, but holes may 
appear in the final integrated model due to occlusions and 
manoeuvrability of the scanner while scanning. The holes in 3D 
objects as shown in Figure 1 may also occur due to factors such 
as occlusion, low surface reflectance coefficients, high grazing 
angles, missing parts in the original object, limited number of 
range scans from various viewing directions, laser range 
scanner functionality, etc. 

 
For example, some object portions may be absent because of 
accessibility or visibility issues, or because of unique physical 
characteristics of the scanned surface (transparency, 

Muhammad Abeer Irfan  
 Departemetn of Computer Systems Engineering  

University of Engineering and Technology,  
Peshwar, Pakistan 

 abeer.irfan@uetpeshawar.edu.com 

Atif Jan  
Department of Electrical Engineering  

University of Engineering and Technology,  
Peshwar, Pakistan  

atifjan@@uetpeshawar.edu.pk 

Yasir Saleem 
Department of  Computer Systems Engineering  

University of Engineering and Technology,  
Peshwar, Pakistan  

yasirsaleem@uetpeshawar.edu.pk 

Zain Ul Abideen   
Departemetn of Computer Systems Engineering  

University of Engineering and Technology,  
Peshwar, Pakistan 

 zainikhan3434@gmail.com 

Hamza Ali 
  Departemetn of Computer Systems Engineering  

University of Engineering and Technology,  
Peshwar, Pakistan  

hamzaali.dcse@gmail.com 

Muhammad Sajjad  
 Departemetn of  Computer Systems Engineering  

University of Engineering and Technology,  
Peshwar, Pakistan  

 muhammadsajad2710@gmail.com 

 
Figure 1: Holes in point clouds [22]. 
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reflectivity, etc.). This produces holes in the dataset, which do 
not correspond to any holes in the object. If the point cloud’s 
boundary and hole points are not properly processed, it will 
influence subsequent research, such as point set simplification 
[3], [4], point cloud registration [5], and hole repair [6]. It is 
worth mentioning that not all holes appearing in the estimated 
model are virtual, i.e. due to missing reconstructions of 
featureless surfaces [8]. A physical hole that is a part of the 
structure of the object being reconstructed may also be 
classified as a hole. Unfortunately, just looking at the point 
cloud, it is almost impossible to differentiate between these two 
types of holes (real and virtual). These real holes should be left 
as they are during the filling process. These days, a high-quality 
reconstruction of objects is an essential demand by many 
applications. Therefore, surface completion or hole-filling has 
grown in importance in the process of reconstructing 3D 
images. However, no hole filling can be applied without the 
detection of holes in point clouds. So, hole detection in the point 
cloud is an important component. Usually, 3D image 
reconstruction methods produce unstructured point clouds, in 
other words, the object's surface is not explicitly encoded with 
any connectivity information which makes the problem of the 
detection of holes on the surface an ill-defined problem [7]. In 
this paper, we introduce a statistical approach intended to 
identify holes within 3D point cloud data by using geometrical 
features in three-dimensional space. Our method relies on the 
principle of K-nearest neighbors (KNN) to identify neighboring 
points, followed by the computation of their average Euclidean 
distance. This average distance serves as a threshold, enabling 
the detection of irregularities in the point cloud. By comparing 
the distances between points, we can effectively pinpoint 
regions where data is missing, indicating the presence of holes. 

II. LITERATURE REVIEW 
In this section, we study some existing methods for the 
detection of the hole boundary in the 3D point cloud. As we 
know the detection of point cloud boundaries and hole points is 
a vital task. In the state of the art of boundary extracting 
methods, different methods have been studied and developed to 
extract the boundary. These methods fall into two categories: 
(1) The methods executed on the grid; and (2) The methods 
executed directly on the data points of the point cloud. The 
former methods triangulate the point cloud and look for the 
adjacent triangular meshes. If there is no adjacent triangle, the 
associated triangle is considered as the boundary of the hole [3]. 
Authors in [16] subdivided the methods on meshes into volume-
based methods and surface-based methods. In an early study 
[8], a seed boundary is selected on the point cloud grid to search 
for the next boundary according to the half-edge data structure. 
When the closed loop is reached to complete the boundary 
detection of holes, the search is finished. Many studies have 
recently focused on the methods of direct hole detection, which 
do not need to triangulate the point cloud in advance and can 
save a lot of time. In [7] the authors computed boundary 
probability for each point and classified the points in the point 
set into boundary or interior points through the application of 
the angle criterion. The coherence of the points is leveraged to 
extract a boundary loop that represents a simple hole boundary. 
As the point cloud is usually unstructured, therefore, to enhance 
the efficiency of neighborhood searches kD-tree, octree, or 
BSP-tree can be utilized. Along with the angle criterion authors 
in [7] also presented some other criteria to determine whether a 
point is a boundary point or not i.e. half disc criterion, shape 
criterion, and various enhancements based on these criteria.  
The author in [13], finds the neighborhood of each point in the 
point cloud and approximates the direction of the normal for 

detection of hole boundary in the point cloud. After finding the 
neighborhood of points, the author detected the candidate 
boundary points and created boundary polygons from boundary 
points. Following the detection of boundary points of the hole, 
an algebraic surface patch is fitted to the neighborhood and 
sample auxiliary points. Surfaces like spheres, cylinders, and 
planes are all recreated by this process. The author in [15] 
extracted the polygonal hole boundary with the Mean Shift 
approach to find out the vertices that have similar geometry 
properties with the hole region in the neighborhood of the 
boundary.  
 
Authors in [14] use the Distance-Centroid technique, which 
employs maximum squared distance and K-Nearest neighbors 
to detect the boundary points. The points that do not belong in 
the hole boundary are filtered out using Statistical Outlier 
Removal (SoR). To cluster out the different holes, the author 
used region-growing segmentation. The author in [12] proposed 
a method based on triangular mesh models which aims to find 
solid holes in 3D models. The author grouped the 
interconnected coplanar triangles and extracted the contour of 
the model using the boundaries of the nearby planes. Then, the 
author uses the extracted contour to form several disjoint 
clusters of model vertices and detect holes by analyzing the 
relationship between the clusters and plane. The author in [17] 
also uses the triangular mesh for the detection of holes in a point 
cloud. The author uses boundary edge tracking to automatically 
identify holes, an edge is a boundary edge if it is part of only 
one triangle; otherwise, it is an interconnected edge that is part 
of multiple triangles.  Authors in [18] extracted exterior 
boundary points of the surface S and further classified them into 
exterior boundary points and inter points. Then looping is done 
for all points of S, if each of them is not an exterior boundary 
point, and one of its neighbors (in 4-connectivity) is empty, it is 
determined as a boundary point of a hole. The boundaries 
detected by the author are shown in Figure 2. The methods for 
boundary extraction based on the computation of convex hull 

have also been widely applied. The author in [9] proposed a 
method that involves modifying the convex hull to detect the 
boundary of the point cloud. For every point on the boundary 
pb, the computation is repeated to calculate the smallest angle 
between pb and its neighboring points for finding the next 
boundary points, but this method is time-consuming. The author 
in [11] computed the convex hull of a group of points, starting 
from an initial core point and its neighbors, and referred to it as 
a cluster. Then, by repeating the procedure and using the convex 
hulls of the core points as new core points, this cluster is 
extended repeatedly until each convex hull of a core point is 
joined with the cluster's main body. When all exterior points 
have been identified and the final boundary has been reached, 
clusters will not be combined or expanded further.  The author 
in [10] proposed a method to detect the boundary of a surface 
of 3D points set. The author triangulated the convex hull C of 

 
Figure 2: Detection of surficial boundary of the point cloud described in [18]. 
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the surface first and C is then optimized by computing and 
removing some outward triangles to obtain the exterior 
boundary of the surface. The author in [20] introduces a new 
method for identifying and fixing holes in point clouds. The 
author first calculated the density and 2D projection points of 
the point cloud. Then, the author used Euclidean distance to find 
the boundary points of the holes. It was followed by a 
preprocessing segmentation algorithm that helped to identify 
the boundary points more accurately. However, the author 
failed to detect the boundary of the whole point cloud 
simultaneously, so the method failed to detect the holes at 
boundary points. 

III. METHODOLOGY 
Our proposed methodology consists of two steps first we find 
K-Nearest neighbors and then we calculate Euclidean distances. 
These two steps are employed to compare each point within the 
point cloud. A threshold is settled that facilitates the 
identification of boundary and hole points. If the distance 
between points exceeds the predefined threshold, then the point 
is a potential boundary point, and if it is not then it is a normal 
point. The threshold has been set as the mean of measured 
distances between points in the point cloud. 

A.  Dataset 
     We have used the Kaggle digit dataset the “3D 
MNIST Dataset”. The dataset includes 3D point clouds, which 
are sets of (x, y, z) coordinates produced from about 5,000 
images in the original 2D MNIST dataset [21]. The point clouds' 
maximum dimension range is one, and their mean is zero. 

B. K-Nearest Neighbors (KNN) 
                  K-nearest neighbors refer to k () points close to the 
query point in the spatial distance. K-nearest neighbors search 
can be described as; given a point set S containing n points, for 
query point pi (pi ∈ S) there is a subset set C containing k points 
(not including point pi), C ∈	S, k < n and for any p1 ∈	C,	p2	∈	S	-	
C,	the	following	equation	1	can	be	met	[19].	
 

dist	(𝑝! , 𝑝") ≤ dist	(𝑝! , 𝑝#)                      (1) 
 
The k-nearest neighbors in two dimensions are shown in Figure 
3, where the points are distributed in the two-dimensional space 
dispersedly, p is a query point and five points in the circle is the 
k (k=5) nearest neighbors.  

 
Figure 3: k-nearest neighbor in two-dimension. 

 
When the number of points is small, k-nearest neighbors can be 
obtained by calculating the query point to all other points’ 
Euclidean distance directly, sorting the distance values, and 
then taking the first k values as the k-nearest neighbors [19]. 

C. Euclidean distance 
 In our approach, we used KNN (K-Nearest Neighbors) 
for selecting the number of neighbors based on their Euclidean 
distances in 3D space. Next, we compute the distance between 
each point of the point cloud, identifying points with distances 
greater than this threshold as potential hole boundary points or 
point cloud boundaries. This process not only allows for 
effective hole detection but also provides insights into the 
overall structure and boundary of the point cloud. The 
Euclidean distances for 3-dimensional space are calculated in 
Equation 2. 
 

𝑑(𝑝, 𝑞) = F(𝑝" − 𝑞")# + (𝑝# − 𝑞#)# + (𝑝$ − 𝑞$)#      (2) 
 
Euclidean distance is applied to express the distance between 
two points on account of its convenience and simplicity to use. 
Moreover, it offers the advantage of requiring less 
computational power compared to more complex learning 
algorithms. We calculated the mean of the point cloud points 
while considering the mean of the K Nearest Neighbors (KNN). 
This involves computing distances between the points using 
KNN and then aggregating the mean distances of the neighbors. 
Subsequently, the average of these mean distances serves as the 
threshold, effectively separating points as hole or boundary 
points and normal points. 

IV. RESULTS AND DISCUSSION 
As previously discussed, various approaches have been 
employed for hole detection, each with its own set of 
advantages and limitations. However, our approach, as detailed 
in this paper, takes a unique path toward hole detection, 
primarily relying on statistical techniques such as Euclidean 
distances. The Euclidian distances between neighboring points 
are given in Table 1. The distances between 5 points concerning 
each other are calculated using equation 2 and are recorded in 
the table. A small value of Euclidean distance between the 

points means the points are near to each other. For example, the 
distance between N1 and N5 is 0.11 and the distance between 
N1 and N3 is 0.22 meaning that N5 is nearest to N1 as compared 
to N3. The results obtained from this technique have proven to 
be highly satisfactory, as illustrated in Figure 5. Through this 
simple approach, we have achieved effective hole detection and 
boundary delineation within the point cloud. In Figure 4 our 
proposed method is applied to the Kaggle digit dataset and the 
points in the point cloud have been classified. The blue points 
show normal points while the red points are considered 
boundary points. In Figure 5a donut-like point cloud is shown. 

 

Figure 4: Boundary detection in the Kaggle digit dataset. 
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Before, all the points in the donut are red after looping through 
our method the points are classified as normal (blue) and 
boundary points (red) respectively as shown in Figure 5b.   

Figure 5: Hole boundary detection in point cloud 
 

V. CONCLUSION 
Hole detection in point clouds is a crucial initial step toward 
obtaining precise and comprehensive representations of the real 
surfaces. Our technique for the detection of holes is simple but 
effective and it takes a unique path towards hole detection, 
primarily relying on statistical techniques such as Euclidean 

distances and K Nearest Neighbors (KNN). For now, our 
method is limited to the detection of hole boundaries and point 
cloud boundaries in surficial point clouds, but in future work, 
we go on to modify this statistical technique and make it robust 
for the accurate detection of holes in complex point clouds. 

 

TABLE I.  EUCLIDEAN DISTANCES BETWEEN NEIGHBORING  POINTS (K = 5) 
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 CUSTOMER REVIEWS ANALYSIS PLATFORM 

BY CORRELATING SENTIMENT ANALYSIS 

AND TEXT CLUSTERING 

Abstract— Customer reviews and feedback are of paramount 

importance in the improvement cycle of any industry, product, 

or service. Formerly, product ratings were the basis for 

performance evaluation and key drivers of improvements. 

However, ratings were unable to depict the complete picture and 

were not adequate for an in-depth analysis of any product or 

service. Hence, customer reviews become the ultimate source of 

providing feedback for a specific detailed analysis as well as 

contributing to performance metrics. Although, customer 

reviews provide a very essential measure for performance 

evaluation, extracting important features and topics from the 

customer reviews has been challenging due to its unlabeled and 

variant nature. This paper focuses on extracting topics from 

customer review data and bringing in use the implicit knowledge 

for analytics. To extract topics and clusters from review data, 

unsupervised machine learning algorithms such as K-Means 

and Latent Dirichlet Allocation (LDA) are used. These topics 

are then correlated with sentiment analysis - score of positive or 

negative feedback - of each customer review. The products or 

services are then categorized with the help of the topics or 

domain they belong to alongside the sentiments. This provides a 

valuable analysis such as the score of positive, neutral, and 

negative feedback for each customer review input to new 

customers as well as product managers. This research work 

aims at using the hotel reviews dataset to categorize and rank 

hotels based on the different services captured in the text from 

customer reviews. The research work makes use of the hotel 

reviews dataset for categorizing and ranking hotels based on the 

different services discussed in the customer's reviews text. 

Moreover, this paper also provides a visualization of both text 

clustering algorithms depicting the topics in each cluster for an 

insightful analysis. 

Keywords: Text Clustering, K-means, Latent Dirichlet Allocation 

Algorithm, Sentiment Analysis, Customer Reviews Feedback. 

 

I. INTRODUCTION 

The rise of e-commerce and online shopping platforms has 

exponentially enhanced the importance of customer reviews 

and feedback on these platforms. These reviews are not only 

a source of guidance for new potential buyers but also provide 

valuable input to the manufacturers or service providers for 

analyzing customer demands for new product designs as well 

as improving existing products and services [1]. Customer 

feedback is gathered in various forms on an online platform, 

it can be either in the form of ratings on a numeric scale or 

answering a certain set of questions about a specific product 

or service [2]. However, the most common is the written 

reviews from the customers and is most widely used for 

analysis among business analysts for assessing the 

performance due to the different dimensions of the product 

discussed by customers in their reviews. 

With this upsurge in customer reviews and feedback, 

different statistical and sentimental analysis approaches have 

been adopted to unfold the hidden insights in the data [3]. 

Sentimental Analysis focuses on extracting the underlying 

opinion within the text that can range from positive to 

negative values thus helping in identifying the sentiment and 

customer satisfaction about the product or service [4].  On the 

other hand, statistically, these reviews can help in identifying 

the most sold products about different quarters of the year as 

well as people's interest in different products geographically. 

Thus paving the way for different recommendation systems 

based on these statistics alongside prediction and machine 

learning algorithms [5]. 

Besides sentiment analysis, customer reviews also provide 
an opportunity to detect the dominant topics or dimensions 
discussed in these reviews text. These topics can be related to 
the price, quality, shipping, or any other service related to the 
product. But due to the unlabeled nature of the review datasets, 
unsupervised learning becomes the only option to identify 
dominant topics. Identifying dominant topics in the reviews 
will enable the manufacturers or service providers to 
specifically focus on those areas of concern for performance 
improvement. For this purpose, different unsupervised topic 
modeling techniques are available to cluster similar data in 
common groups and identify the most discussed topics in 
these groups [6]. 

In this research work, the aforementioned topic modeling 

techniques are combined with sentiment analysis to not only 

determine the opinion of the customer but also correlate it with 

the dominant category the reviewer is referring to. Moreover, 

the research work also compares the two topic modeling 

approaches commonly used, LDA and K-Mean, for better 

categorization of reviews. In addition, the paper evaluates the 

performance of the aforementioned two clustering algorithms 

through the evaluation matrix. Furthermore, the paper also 

provides a visualization of the identified dominant topics in 

both the clustering algorithms to enable a better comparison of 

the two techniques. In addition, sentiment analysis and topic 

modeling become the stepping-stone for conducting statistical 

analysis in the results Section 4 such as ranking products and 

services based on different topics alongside the review 

sentiment score. 
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The remaining Section of the paper is structured in the 

following way. Section 2 presents the related literature review 

as well as the background knowledge required to conduct the 

research. Section 3 of the paper describes the use case of the 

European hotel's dataset as well as the methodology applied to 

conduct the research. Section 4 discusses the results and graphs 

obtained by using different statistical analysis approaches as 

well as evaluate the two topic modeling techniques based on 

their performance matrices. Finally, Section 5 concludes the 

research work with the help of the results obtained as well as 

illustrating future research work prospects in this domain. 

 

II. LITERATURE REVIEW  

A. Related Work 

Due to the utter importance of customer feedback, there has 

been an increasing focus among industries on analyzing and 

classifying customer reviews for attaining a competitive 

advantage over competitors in respective domains. Several 

research works had focused on extracting the opinion by 

applying sentiment analysis techniques while others have 

focused on using topic modeling techniques. Jeong et al. [7] 

had categorized reviews from Moscow's hotels in five specific 

attributes. They focus on several attributes such as amenities, 

experience, location, transactions, and value by applying 

regression analysis, etc. However, the research work did not 

extract dominant topics from the customer reviews to provide 

more in-depth analysis to the hotel owners. 

In [8], Siew Hoong et al. have crawled review data of four-

star and five-star hotels from Kuala Lumpur. This work 

focused on finding the most used predominant themes such as 

location, restaurant, comfort, etc. The topics discussed in the 

reviews are extracted through SAS text miner using the R 

language. However, the paper did not relate it to the sentiment 

described in each review rather it just finds the topic in each 

review. Authors have applied the Context-Based Keyword 

Pattern Cluster Analysis (CBKPC) using R-Mini to cluster 

similar topics together. 

Moreover, in [9], Tian et al. analyzed the review dataset 

from four-star and five-star hotels from four cities of China. 

This work focused on finding the sentiment score i.e. positive, 

negative, and neutral as well as finding the customers' interest 

in categories related to food, staff, services, etc. They use 

natural language processing to clean text by removing stop 

words and unwanted words. Then it manually extracted 

categories by reviewing small parts of the dataset and applied 

sentiment analysis on the dataset. The authors also presented a 

correlation between the categories and frequency between the 

categories. However, the research work only focused on 

applying sentiment analysis to customer reviews. The research 

work in [9] is limited by the fact that it manually extracts 

categories that are not possible for the complete dataset. 

Furthermore, in [10] Porntrakoon and Moemeng coupled 

sentiment analysis with different dimensions in the customer 

reviews text. The research work had focused on analyzing the 

sentiment or polarity of the three pre-defined dimensions in the 

reviews that are pricing, product, and shipping by using multi-

dimensional lexicon and sentiment compensation techniques. 

Although the framework designed in [10] finds the polarity of 

three different dimensions of the text of the reviews, it discards 

any other dimension except the predefined ones, and thus 

unable to analyze any unseen topic or dimension in the review 

text. 

B. Text Clustering and Topic Modelling Algorithms 

Topic modeling has been widely used in numerous domains 

ranging from text clustering to collaborative filtering, from 

information retrieval to image analysis [11] and relation 

extraction to inferring hidden insights from the data [12]. The 

topic Model Algorithm usually mines out the most dominant 

topics and semantic words from the text document [13]. 

Among the extracted topics similar ones are then clustered 

into the same groups. On the other hand, text clustering has a 

wide range of applications such as organizing and browsing 

documents, finding a coherent summary of the text 

documents collection, and document classification [14]. 

Although, topic modeling is often studied as a separate 

research area from text clustering, and it majorly focuses on 

determining latent topics from the text but it is one of the most 

widely used methods for probabilistic document clustering 

[15]. Probabilistic Latent Semantic Indexing (PLSI) and LDA 

are the two frequently used methods for topic modeling via 

probabilistic document clustering. The PLSI and LDA differ 

by the way term-document and topic-document probabilities 

are modeled. The probabilistic document clustering aims at 

creating a probabilistic generative model for the entire text 

document.  Each document in probabilistic document 

clustering belongs to one of the k topics. The topic modeling 

algorithm usually mines out the most dominant topics and 

semantic words from the text document [16]. 

Besides the topic modeling algorithm, Fasheng Liu and Lu 

Xiong have analyzed and divided text clustering algorithms 

into different categories: hierarchical clustering, distance-

based partitioned clustering, density-based algorithm, self-

organizing maps algorithm on basis of several factors such as 

scalability, dimensionality, dependence on input parameters 

and ability to deal noise [17]. 

In this research work, LDA, a topic modeling method from 

the probabilistic document clustering algorithms, and K-

means, a distance-based text clustering algorithm are 

implemented and evaluated based on their respective 

evaluation scores. 

 

1) Clustering:  Clustering techniques are one of the most 

widely recognized data analyses in the machine learning area 

and are used to get an instinct about the structure of the data. 

They can be defined as the task of identifying subgroups in 

the data such that data points in the same subgroups (cluster) 

are fundamentally the same as while data points in different 

clusters are different [18]. Particularly, we attempt to find 

homogeneous subgroups within the data such that data points 

in each cluster are as similar as possible according to a similar 

measure, for example, Euclidean-based or relationship-based 
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separation. The decision of which similarity measure to 

utilize is application-specific. 

2) K- mean Algorithm: The K-mean algorithm initially 

arbitrarily assigns a specified k number of clusters centers in 

space [18]. Afterward, each sample data point is assigned to 

these centers based on the nearest Euclidean distance between 

the data point and the cluster centers [19]. Then iteratively the 

center is recomputed from the mean of all the samples in the 

respective cluster and the process of assigning data points to 

the cluster is repeated until the cluster centers no longer move 

significantly [20]. The K-mean algorithm implementation 

cycle is depicted in Figure 1. The implementation cycle starts 

with data collection, and the much-needed text pre-

processing. 

 

The way the K-means algorithm works is as pursue:  

 

• First, determine the number of clusters k. 

• Initialize centroids by first rearranging the datasets 

and then randomly selecting k data points for the 

centroids without substitution. 

• Continue the repeating process until there is no 

change to the centroids i.e. the assignment of data 

points to clusters isn't changing. 

• Compute the sum of the squared distance between 

data points and all centroids. 

• Refer each data point to the closest cluster 

(centroid). 

• Compute the centroids for the clusters by taking the 

average of all data points that belong to each cluster. 

 

Figure 1: K-mean algorithm implementation cycle 

 

The goal of the k-means algorithm is to reduce the 

objective function, which is called the squared error 

function. Equation 1 gives the objective function (J). 

  𝐽 =  ∑ ∑ ||𝑥𝑖
(𝑗)

−  𝐶𝑗  ||2 𝑛
𝑖=1     𝐾

𝑗=1          

(1) 

The K-mean algorithm distributes the n number of cases 

into k number of clusters as shown in Figure 2 that are 

predefined. Whereas Euclidean distance between a case  

and the centroid. However, to get the appropriate number 

of K for optimized implementation of the K-mean 

algorithm silhouette method is used [21]. 

The K-mean algorithm distributes the n number of cases 

into k number of clusters as shown in Figure 2 that are 

predefined. Whereas ||𝑥𝑖
(𝑗)

− 𝐶𝑗||2  is a Euclidean 

distance between  𝑥𝑖
(𝑗)

 and the centroid𝐶𝑗.  However, to 

get the appropriate number of K for optimized 

implementation of the K-mean algorithm silhouette 

method is used [21]. 

 

Figure 2: K-mean data distribution in K number of clusters 

3) Latent Dirichlet Allocation 

In natural language, processing, latent Dirichlet allocation is 

a generative factual model that enables sets of perceptions to 

be clarified by unobserved groups that clarify why a few parts 

of the data/information are comparable. 

Topic modeling using LDA (Latent Dirichlet allocation) 

allows us to extract the hidden topic themes from a large 

dataset, using LDA a mixture of topics from a large number 

of documents can be found [22][23]. A defined number of 

topics is assumed within the document or set of reviews by 

LDA [24]. LDA enables to process of the frequency of each 

topic based on the occurrence of it in the dataset [22]. LDA 

extracts the hidden structure of topics from the data by 

applying a probabilistic approach. Latent Dirichlet Allocation 

works on the Bayesian estimation framework to find out the 

theme topics from the dataset [7]. Latent Dirichlet Allocation 

is the unsupervised probabilistic model that takes a bag of 

words i.e. corpus dictionary as input [25]. LDA filter out 

topics from the document and then find words for topics. The 

working of LDA is given in Equation 2.  
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𝑝(𝑤|𝛼, 𝛽)

=  ∫ 𝑝(𝜃|𝛼) (
𝑁
∏

𝑛 = 1
∑ 𝑝(𝑧𝑛|𝜃)𝑝(𝑤𝑛|𝑧𝑛,𝛽))𝑑𝜃

𝑘

𝑍𝑛=1

                                (2) 

 

The main idea of LDA is, the documents are expressed as 

random mixtures over latent topics, where each topic is 

categorized by distribution over words [26]. Equation 2 

comprises several parameters. The k is the number of topics, 

and are corpus level parameters and the variables are 

document-level variables. The variables are word-level 

variables and are sampled once for each word in each 

document. LDA involves three levels of evaluation, through 

which the topic node is sample repeatedly within the 

document. Under the LDA model, multiple topics associated 

with the document are established. 

 

 

Figure 3: LDA (Latent Dirichlet Allocation) 

LDA groups the words in a document based on the 

frequency and its association with the topics [25][27]. Once 

the LDA model is trained on data, dominant topics are 

extracted and categorized. The use case of hotel review data 

is a model using LDA and the dominant topics are 

categorized such as hotel services, staff, transactions, 

location, and restaurant. 

C. Sentiment Analysis 

The sentiment is an emotion or attitude prompted by the 

feelings of the customer. Sentiment analysis is also known as 

opinion mining, which evaluates people’s opinions towards 

any topic, product, or service. Sentiment analysis is an 

emerging domain in the area of research in natural language 

processing (NLP) and has gained attention in recent years in 

text mining and text classification. It is a machine learning 

approach to analyze and classify the user's comments, 

emotions, opinions, and attitudes based on the polarity of the 

text. Sentiment analysis plays an important role in depicting 

and finding people’s opinions in politics, e-businesses, and 

the general social trend towards an ongoing issue. In politics, 

sentiment analysis is used for forecasting the outcomes of 

political trends in the region and predicting poll results [25]. 

Whereas in business it is widely used to analyze and predict 

stock market trends. Sentiment Analysis has gained more 

importance in online applications, e-commerce, and in social 

media platforms i.e. blogs, Twitter,  online website stores, 

discussion forums which attracts the customers, organization 

firms, and stakeholder to do analysis on data from online 

websites and to extract meaningful information from the data 

[28] [29]. The main aim of sentiment analysis is to analyze 

the user opinions and classify that whether it falls in which 

category i.e. negative sentiment, positive sentiment, and 

Neutral sentiment. 

III. IMPLEMENTATION 

This section describes the implementation process of text 

clustering algorithms, LDA and K-means, alongside 

sentiment analysis to conduct in-depth analysis. The 

implementation will be executed in the steps shown in 

Figure 4. The approach used is generic and is applicable 

for analysis of any review’s dataset in any business 

domain. This paper analyses the European Hotels review 

dataset. 

 

Figure 4: Implementation Execution Steps 

 

A. Use Case Dataset 

The dataset contains 515k reviews record of 13 European 

hotels and has been sourced from an online website of 

datasets called Kaggle. The dataset contains several attributes 

as shown in Figure 5 such as hotel address, hotel name, 

review date, average review score, the total number of 

reviews, reviewer nationality, negative review, positive 

review, etc. Each of the customer reviews provides its textual 

description of their personal opinion or experience and 

ratings regarding the hotel services acquired by the customer. 

The review text in the dataset is unlabeled, thus unsupervised 

text clustering algorithms are applied to categorize the 

reviews. The review text is mostly unclean and had a lot of 

unwanted words that are removed in the data preprocessing 

stage.  
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Figure 5: Available Attributes Column in the Dataset 

B. Text Preprocessing 

Text Pre-Processing is the conventional method used for 

natural language processing tasks. It performs the 

transformation of text into a more digestible form so that the 

machine learning algorithms can use it for better performance 

and having magnificent efficiency. 

The raw data is pre-processed before applying the 

machine-learning algorithm. The pre-processing includes 

cleaning data using natural language techniques, such as 

tokenization, and removing words that have fewer than 3 

characters. Moreover, after removing unwanted words, the 

remaining words are lemmatized and stemmed. 

1) Text Pre-Processing 

 

Tokenization is a process of chopping long sentences or text 

streams into words and phrases by removing unwanted 

characters such as empty spaces and punctuations. Every 

token is made of a word from the first character to the last 

character [30]. 

In this research, we take customer reviews i.e. positive, 

negative, and neural as raw data for tokenization as shown in 

Figure 6, in which we convert the customer reviews into 

individual words because the python programing language 

doesn't understand any distinction between words, they are 

just a stream of characters which are all same. 

 

Figure 6: Different Customers Reviews Data 

2) Removal stop words 

The review text data consist of excessively common words 

such as "of", "be", "but”, "on", and other common words. 

Although these stop words have a very small weight due to 

their frequent occurrences these words have a very high 

frequency [30]. 

We only take the important keywords from the desired 

topics i.e. comfort, staff, location rooms, etc. as shown in 

Table 1, and convey the context that is present in the review. 

Therefore, these "I am", and "In there" are present more 

frequently in many reviews and these are just connectors, and 

there doesn't add too much to the context that the machine 

wants to understand.  In this procedure, we get rid of these 

stop words or punctuation used by the customers in their 

reviews.   

3) Stemming and Lemmatization 

Although stemming and lemmatization are used for 

transforming words to their original base form but both these 

methods work differently [31]. Stemming tries to achieve it 

by removing the suffixes and prefixes, but that may 

sometimes lead to incorrect word forms. So to counter the 

limitation posed by stemming, lemmatization is done which 

takes into account the morphological analysis of the words 

[31]. However, lemmatization needs a dictionary, which it 

can consult to connect the form of the word to its root. After 

the text, pre-processing the dictionary is created from pre-

processed data. A Corpus dictionary is created from the pre-

processed dictionary, which reports the frequency of words 

appearing in the dictionary showing the number of 

occurrences of a word in each document. 

C. Determine the optimal number of K for K-mean, 

Silhouette Score, and LDA 

1) K-Means 

K-means is an unsupervised machine learning algorithm for 

clustering large datasets. K-means groups the data into 

different clusters based on Euclidean distance. The optimal 

number of the cluster for the K-Mean algorithm is evaluated 

using the Elbow method. Although a manual selection of 

several clusters k is accurate it comes extensive computation 

overhead to analyze each k. On the contrary, the elbow 

method is employed to find the optimal number of clusters 

for the K-means algorithm by varying k stepwise i.e. starting 

k at 1 to 10, and calculating the accuracy and computational 

cost on the training of model [32]. The Elbow method 

computes the total sum of square error within the cluster in 

each iteration [33] [34]. After computing the sum of squares, 

the elbow method plot the curve according to the number of 

clusters k. The blend knee plot will show the optimal number 

of clusters k as shown in Figure 7. 
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Figure 7: Elbow Method to find optimal K for the K-mean 

algorithm 

 

2) Silhouette Score 

 

Silhouette is the better measure to choose the number of 

clusters to be defined from the data [35]. It is determined for 

each instance and the Equation 3 goes like this: 

 

𝑺𝒊𝒍𝒉𝒐𝒖𝒆𝒕𝒆𝒆 𝑪𝒐𝒆𝒇𝒇𝒊𝒄𝒊𝒆𝒏𝒕 = (𝒂 − 𝒃)/
𝐦𝐚𝐱 (𝒂, 𝒃)                                               (𝟑)  

Where b is the mean intra-cluster distance: mean distance 

to the other instances in the same cluster. a depicts mean 

closest cluster distance i.e. mean distance to the instance of 

the following nearest cluster. 

The coefficient varies between -1 and 1. A value near 1 

implies that the instance is near to its cluster is a part of the 

correct cluster. While a value near -1 means that the value is 

allocated to the inappropriate cluster. 

 

Figure 8: Silhoutter Method 

According to strategy, k=5 should be chosen for the 

number of clusters. This method is better as it decides the 

optimal number of clusters more significant and clearer. But 

this metric is computation expensive as the coefficient is 

calculated for every instance. Therefore, the decision 

regarding the optimal metric to be chosen for the number of 

cluster decisions is to be made according to the requirements 

of the product. 

In Figure.8, the range of n clusters is 2 to 11, and the 

thickness of the silhouette plot the cluster size can be 

visualized. The silhouette plot for cluster 0 when n clusters 

are equal to 2, is bigger owing to the grouping of the 3 sub-

clusters into one big cluster. However, when the n clusters are 

equal to 5, all the plots have a similar thickness. The average 

silhouette score with several clusters is given below in Figure 

8, in which at cluster 5 the graph bends at 0.7958870 value.   

 

Figure 8: Average Silhouette Score 

For implementing the LDA algorithm, the value of 

optimal k was determined using the log-likelihood and 

perplexity scores.  Higher the log-likelihood score and the 

smaller the perplexity score, the better is the model [36]. To 

find the highest value of log-likelihood and smallest value of 

perplexity, a different value of k with a different set of 

learning decays was tested. Learning decay rate defines the 

change in weights during training. The learning rate controls 

how quickly the model is adapted, and thus for large learning 

decays the changes are more rapid whereas for smaller 

learning rates the changes are smaller with each update thus 

requires more training epochs in comparison to large learning 

rates. The optimal value of k is determined from six different 

values of k, which are 5, 10, 15, 20, 25, and 30, by varying 

three different values of learning decay i.e. 0.5, 0.7, and 0.9. 

Figure 9 depicts the optimal value for k=5 and learning decay 

= 0.7 when the log-likelihood has the largest value i.e. -

19578767.67. 
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Figure 9: Log-likelihood vs Num of topics graph for finding 

optimal value of k for LDA algorithm 

D. Sentiment Analysis via TextBlob 

TextBlob is a python library used for textual processing of 

raw data and can be used efficiently for sentiment analysis. 

TextBlob allows us to perform common operations on textual 

data along with natural language processing tasks such as 

Noun phase extraction, parsing, n-grams, tokenization, 

classification, sentiment analysis, and much more. NLP 

operations are accessed by calling the TextBlob API [37]. In 

TextBlob sentiment analysis property called sentiment, 

returns two properties polarity and subjectivity of text. 

Polarity has its score range which starts from [-1.0,1.0] float 

score, with $-1$ being the extremely negative and 1 being 

extremely positive. Reviews, whose sentiment score is less 

than zero are termed negative reviews, while reviews that 

have sentiment scores greater than 0.25 are labeled as positive 

reviews. Moreover, reviews that fall in the range of 0 to 0.25 

are referred to as neutral reviews.  Subjectivity has also a 

range of float scores from [0,1] refers to personal opinion 

emotion or factual information. 

IV. RESULTS 

This Section illustrates and visualizes the list of topics and 

keywords extracted from the reviews with the help of 

machine learning algorithms. The Section also discusses 

results obtained from performing statistical analysis 

performed on the use case dataset of European hotels with 

help of topic categorization and sentiment analysis. 

Moreover, in this Section, the two topic modeling 

algorithms are also evaluated based on their respective 

performance metrics. 

A. Extracted Topics and Keywords 

The topic-modeling algorithm mentioned in the 

implementation Section created five different clusters with 

a different set of keywords. The topics discussed in these 

five clusters differ from each other in the context inferred 

from the keywords. The top 10 keywords with the highest 

frequency in each of the clusters were selected to infer the 

context and for labeling each of the topics. The five 

different topics inferred from the keywords are comfort and 

transaction, staff behavior and services, location and 

accessibility, room and hotel facilities and decor, and 

finally, food and restaurants. Table 1 shows the top 10 

keywords in each of the topic clusters along with their 

labels. 

Table 1: Most important keywords extracted for each topic 

Comfort and 

Transaction 

(Topic 1) 

Staff 

Behaviour 

and Service 

(Topic 2) 

Location and 

Accessibility 

(Topic 3) 

Room, 

Hotel 

Facilities

, and 

Decor 

(Topic 

4) 

Food and 

Restaurants 

(Topic 5) 

 

 

 

comfort staff location room breakfast 

hotel friendly position clean food 

upgrade service station  view restaurant 

room clean close specious coffee 

free helpful metro bathroom buffet 
extra breakfast city center modern service 

timing polite tram décor quality  

chec-in/out professional transport  pool delicious 
welcome welcome park terrace price 

stay comfort access bed staff 

 

The distance between each topic and the frequency of 

each word in the topic can best be visualized with LDAvis 

[38], a visualization library available in python. LDAvis is a 

web-based interface specifically designed for LDA algorithm 

topics visualization. It aims at providing a better 

understanding and deep inspection of the topics generated 

from the LDA algorithm by illustrating the meaning of each 

topic, the prevalence of each topic, and the correlation 

between different topics. In Error! Reference source not 

found., a visualization of a European hotel dataset with five 

different clusters is shown, which is produced through the 

LDAvis library. The visualization in Figure 10 is divided into 

two parts, the left panel of the visualization shows the five 

clusters with five circles plotted in a two-dimensional plane. 

The distance between the centers represents the inter-topic 

distance thus showing the correlation between different 

topics. The area of each cluster circle represents the 

prevalence of that cluster topic, the larger the area of a cluster 

circle the more is its prevalence and vice versa [36]. 

The second part of the visualization in Figure 10 is the 

right panel with a horizontal bar chart of individual terms. 

The bar charts represent the most relevant terms and 

frequency of each term in the selected topic on the left panel 

thus helping in interpreting the meaning of each topic. The 

bar charts show the top 30 terms of each topic extracted with 

help of LDA and then ranked based on estimated frequency 

and relevance in the selected topic thus providing a clear 

picture of each topic and its correlation with other topics. 

Besides the LDA topic modeling algorithm, the K-means 

algorithm is also used to cluster the data. Figure 11 shows the 

different clusters made by the K-means algorithm. The 

optimal number of k is determined with help of the Silhouette 

method as described in Implementation Section 3. Although 

attributes like simplicity and fast convergence make the K-

means algorithm a viable option for clustering data, the initial 

arbitrarily assigned cluster centers significantly hampers its 

performance [39]. Due to this random selection, the algorithm 

may converge to locally optimal solutions. Therefore, this 

paper makes use of the topics extracted via the LDA 

algorithm for statistical analysis in the next Section due to its 

more realistic results than k-mean for the topic assignment. 
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Figure 10: LDA topics Cluster 

 

Figure 11: K-means cluster with five different sets of 

clusters data 

B. Statistical Analysis of Use Case Data Set 

After applying the text clustering algorithm on the use case 

dataset of the European Hotels reviews, five different topics 

had been extracted from the data that become the basis for 

statistical analysis alongside the sentiment analysis score 

calculated for each review in this Section. In total, the data 

set contains 515738 reviews of hotel customers from different 

parts of Europe. These 515738 reviews are categorized into 

five groups as shown in Figure 14, which are then further 

divided based on sentiment score into three subgroups 

namely: positive, negative, and neutral reviews. The 

sentiment score is calculated with help of the text blob library 

available in python as mentioned in the implementation 

Section 3 for each review. The total set of reviews are divided 

into the following five groups and subgroups with their 

respective statistics. 

 

 

Figure 12: Customer Reviews distribution based on different 

hotel service 

 
1) Comfort and Transaction 

Comfort and Transaction topic discuss comfortability 

provided by the hotel in issues such as bookings, payments, 

check-in/check-out times, complimentary breakfast, and 

room up-gradation. There are 119658 (23.2%) reviews that 

discuss the overall services of the rather than one specific 

topic or service of the hotel. Among which 67017 are 

positive reviews, 39433 have sentiment scores in the 

neutral range and 13208 are negative reviews as illustrated 

in Figure 12. 

 

Figure 13: Number of Reviews in Percentages for each topic 

category 

2) Staff Behaviour and Service 

The Staff Behavior and Service cluster consists of 115807 

(22.45%) reviews. This topic encompasses all the staff 

behaviors and services-related issues that include staff 

professionalism and friendliness, staff behavior, staff 

readiness, and response time. As Figure 12 shows, 31646 

reviews fall in the positive category, 35452 in the neutral 

region and 11706 have sentiment scores less than 0 thus 

belongs to the negative reviews group. 

3) Location and Accessibility 

This group contains around 81323, which account for 

15.77% of the total reviews. The group comprises of the 

reviews in which the users have discussed the location and 
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surrounding facilities available such as environment, 

accessibility from bus stops and airports, location of the 

nearby markets, historical sites, city center, and 

restaurants. Among the 81323 reviews, 40774 have 

sentiment scores greater than 0.25, hence they are termed 

as positive reviews. Whereas, 31585 reviews are neutral 

and 8964 people have negative opinions about the 

surrounding facilities of the hotels. 

4) Room and Hotel Facilities and Decor 

The Room and hotel Facilities and decor cluster highlight 

the facilities and interior of the room as well as the overall 

hotel. The terms discussed in this group include room 

decor, view from the room, floor and roof design, 

availability of pool and terrace area in the hotel, 

spaciousness of rooms and bathroom. There are 104945 

(20.35%) reviews that discuss the overall services of the 

rather than one specific topic or service of the hotel. 

Among which 31646 are positive reviews, $37358$ have 

sentiment score in the neutral range and 35941 are negative 

reviews as depicted in Figure 12. 

5) Food and Restaurants 

 

This cluster of reviews has 94005 (18.23%) reviews, which 

majorly discusses the food services available such as 

breakfast, buffet, and drinks. Moreover, it talks about the 

quality and different variety of foods and drinks (coffee 

and tea) served in the restaurants inside the hotels as well 

as the distance from the famous food outlets nearby the 

hotel they reside in.  Across the total reviews belonging to 

this cluster, 45914 reviews are positive opinions about the 

food and restaurants, while 36385 reviews have sentiment 

scores between 0 and 0.25 thus termed as neutral and 

16989 reviews belong to the negative category. 

Figure 14 is the illustration of the distribution of the 

sentiment score of reviews for each topic through Cumulative 

Distribution Function (CDF) graphs. The CDF plots 

presented in Figure 14 represent the empirical cumulative 

distribution function of the sentiment score. The sentiment 

labels (positive, neutral, and negative) on the y-axis depict the 

percentage of customer sentiments for each topic. The ranges 

are defined by the dotted line in Figure 14. CDF plots are 

useful for comparing the distribution of different ranges of 

data. 

The graphs are marked with the threshold of each 

category namely; Positive, neutral, and negative sentiment 

scores. The first five graphs show the distribution of 

sentiment scores of each topic generated from the topic 

modeling algorithms. While the last graph is the distribution 

of combined scores of all the customer reviews. The paper 

aims to provide a visualization tool for customers, product 

managers, and business decision-makers to extract topics 

from any customer review data and visualize the 

corresponding sentiments and topics using the CDF plots. 

 

 
 

Figure 14: CDF plots of each service’s sentiment score 

distribution 

V. CONCLUSION 

 

This paper provided a novel approach to sentiment analysis 

based on topic extraction. This helps in utilizing implicit 

knowledge for analytics and useful decision-making. The 

unsupervised machine learning algorithms such as K-

Means and Latent Dirichlet Allocation (LDA) for 

clustering and topic modeling were employed. The 

proposed approach has the potential of being a valuable 

analytic tool for new customers as well as product 

managers. The research work used the hotel reviews 

dataset as a use case to evaluate the proposed approach. 

The hotel review dataset was categorized and ranked hotels 

based on the different services discussed in the customer 

reviews text. 

In the future, we aim to provide a more general framework 

by leveraging advanced machine learning tools such as deep 

learning to the review’s dataset. This will help in extracting 

topics from the review’s dataset including hotels, airlines, 

places to visit, clinics, hospitals, and many more that will 

potentially assist customers and travelers in useful decision 

making. 
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A Deep Learning based Mobile Application for 

Wheat Disease Diagnosis 

Abstract—Wheat is one of the major staple crops in 

Pakistan, playing a crucial role in ensuring food security and 

contributing to the country's economy. The productivity and 

quality of wheat crops, however, are vulnerable to several 

illnesses. The ability to diagnose these diseases quickly and 

accurately is crucial for taking the appropriate preventative 

actions, limiting losses, and maintaining food security. In this 

research paper, we build and test a wheat disease detection 

system adapted to the conditions in Pakistan. The suggested 

method uses machine learning based techniques along with 

image processing algorithms to automatically detect and 

categorize various wheat diseases based on their symptoms. 

High-resolution photos of healthy wheat plants and sick plants 

displaying different diseases were collected from different 

regions of Pakistan in order to construct an accurate and robust 

disease detection model. The dataset has been annotated by 

plant pathologists who provided true labels for use in evaluation 

and training. To achieve the best results in wheat disease 

diagnosis, many cutting-edge deep learning architectures were 

investigated and optimized. These included Convolutional 

Neural Networks (CNNs) and Transfer Learning models. 

Multiple models’ effectiveness was evaluated using accuracy, 

precision, and recall, in a series of extensive trials.  

Keywords:  Wheat diseases, Convolutional Neural Networks 

(CNNs), Transfer Learning, Tensor Flow 

I. INTRODUCTION 

Wheat is a vital cereal crop in Pakistan, serving as a staple 
food for the nation's population and playing a significant role 
in its agricultural economy. However, the cultivation of wheat 
faces formidable challenges, with plant diseases being a 
primary concern. Various diseases, caused by fungal, 
bacterial, and viral pathogens, can severely affect wheat crops, 
leading to substantial yield losses and compromising food 
security in the country. Timely and accurate diagnosis of 
wheat diseases are crucial for implementing effective 
strategies for disease management [1]. Traditionally, disease 
identification has relied on manual visual inspection by 
experienced agronomists and plant pathologists. While 
effective, this process is time-consuming, subjective, and may 
lead to misdiagnosis due to the similarity of symptoms among 
different diseases. 

In recent years, technological advancements in the fields 
of machine learning, computer vision and image processing 
have revolutionized the agricultural sector [2]. These 

developments offer promising opportunities to automate 
disease detection and revolutionize the way we monitor and 
manage plant health. This paper aims to develop a wheat 
disease detection system tailored specifically for the 
conditions prevailing in Pakistan. By integrating cutting-edge 
machine learning algorithms and image processing 
techniques, the system will automatically identify and classify 
various wheat diseases based on visual symptoms exhibited 
by infected plants. To achieve this, a comprehensive dataset 
comprising high-resolution images of healthy and diseased 
wheat plants collected from diverse regions in Pakistan. 

In many regions of the world, the absence of 

infrastructure makes it difficult to quickly identify wheat 

infections, which pose a danger to food security. To that end, 

we plan to develop a mobile application for diagnosing 

agricultural diseases. We propose an intelligent and effective 

application that leverages Al computer vision and machine 

learning algorithms to identify agricultural diseases. Our 

dataset is the Plant-Village Dataset (New), which is part of 

the CNN family. The latest iteration of the plant-village 

dataset includes 10,000 photos for training and 2,500 for 

validation. Separated set of 33 test photos used for evaluating 

the accuracy of the model. 

II. LITERATURE REVIEW 

Researchers have made great strides in the field of 
agriculture recently. The detection of plant diseases has been 
accomplished using a variety of methods. Many studies reveal 
that they employ various algorithms; among these are 
Artificial Neural Networks (ANN) and Convolutional Neural 
Networks (CNN) [3]. Despite this, researchers are constantly 
on the lookout for new methods that are both more effective 
and more interesting to users. 

Yusuke Kawasaki and Hiroyuki Uga in [7] analyzed 
methods for spotting plant diseases using photographs of their 
leaves. They discussed several methods for removing the 
afflicted portion of the plant. They also looked at certain 
feature extraction and clustering techniques for identifying 
plant diseases and distinguishing between healthy and 
contaminated leaves. To ensure a successful harvest, accurate 
recognition and categorization of plant infections using image 
processing is essential. Methods for removing the highlights 
of a contaminated leaf, characterizing plant diseases and 
several techniques for fragmenting the infected portion of the 
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plant. Disease in plants can be characterized with ease using 
ANN methods including self-sorting highlight maps, back 
spread calculations, support vector machines, and so on. 
Based on these methods, a picture-handling strategy can be 
used to accurately identify and rank various plant diseases [8]. 
Results were evaluated using a dataset of 87k RGB 
photographs of healthy and defected plant leaves divided into 
groups of 38, out of which 25 were chosen for experimental 
purposes. This makes use of Al and cameras to detect objects. 
The proposed approach has a 93% success rate in identifying 
20 distinct plant diseases across 5 different species together 
with back propagation neural network (BPNN) and other 
digital image processing techniques. 

In [5], Monica Jhuria, Ashwani Kumar, and others have 
discussed techniques for identifying plant illness in 
photographs of leaves. Two datasets are used in the 
implementation of support vector machine (SVM). In this 
case, training datasets are compared to their corresponding 
datasets stored photographs. After applying a filter, two 
photographs are compared to one another. After contrasting 
healthy and unhealthy regions, they arrived with a percentage 
fraction. An artificial neural network method has been applied 
for disease identification. And they have a wide variety of 
algorithms for doing disease detection. Some examples of 
algorithms used in the artificial neural network method are the 
back propagation, support vector machine, and major 
component analysis [4]. The proposed method has accuracy 
of 91%. 

With the help of deep learning and image identification, 
Ahmed, A. A., and Reddy, G. H. in [9] examined the 
technological possibility of automating disease detection. 
Using a publicly available dataset with 54,306 images of 
healthy and diseased plant leaves, deep convolutional neural 
network has been trained to classify crop species based on 
their disease status into 38 categories, including 14 species of 
crops and 26 types of crop diseases. The model is accurate to 
within 1% on average. The average accuracy of random 
guessing on a dataset with 38 class labels is only 2.63%. 
Overall accuracy on the Plant Village dataset ranged from 
85.53% (in case of AlexNet: Training From Scratch: Gray 
Scale:: 80 – 20) to 99.34% (in case of GoogLeNet :: Transfer 
Learning :: Color :: 80 - 20), demonstrating the promising 
potential of the deep neural network architecture. 

III. METHODOLOGY 

This section explains how to identify plant diseases using 
photographs of affected leaves. Extracting the image's 
attributes or valuable information from the image is the goal 
of image processing, a subfield of signal processing. It 
displays accurate results by evaluating multiple picture 
attributes to diagnose illnesses on plant leaves as shown in 
Figure 1. 

 Crop diseases pose a significant risk to food security, yet 
their prompt detection continues to be challenging in 
numerous regions globally due to inadequate infrastructure. 
The aim is to develop a mobile application for diagnosing 
diseases that can be easily accessed by farmers. The 
implementation through a mobile application aims to enhance 
access for the average farmer. Our solution includes 
identifying potential causes of diseases and offering 
corresponding treatments. Utilizing mobile phone 

applications will assist farmers in improving their production 
levels and income. 

Plant and crop diseases can be broken down into four 
categories: oomycetes, hyphomycetes, bacteria, and viruses. 
Visual examination of leaf color patterns and crown 
architecture remains the gold standard in conventional field 
scouting for crop diseases. Examining plant leaves for disease 
symptoms and diagnosing plant diseases based on experience 
require a significant amount of time, effort, and expertise 
when done using the naked eye. In addition, the wide range of 
plants means that illnesses can manifest themselves in a wide 
range of ways across various crops, adding a layer of 
complication to the process of categorizing plant diseases. 
Meanwhile, a lot of research has been done using machine 
learning to categorize plant diseases. First, the background is 
removed, or the infected part is segmented using 
preprocessing techniques; second, distinguishing features are 
extracted for analysis; and third, classification or clustering 
algorithms are used for feature classification [6]. 

 

Figure 1. Flow chart of application 

 Most of the algorithms developed for previous machine 
learning techniques did not meet the needs of real-world 
applications, even though many novel algorithms have been 
established in this field. Agricultural sector that uses machine 
learning to improve crop yields are increasingly moving 
towards Deep Learning techniques, and in particular CNNs. 
Because of its versatility in detection and classification, such 
as weed detection, crop pests' categorization tasks, or 
identification of crop illnesses, deep learning approaches are 
increasingly used in agriculture production. One advantage of 
using a Deep Learning model is that it eliminates the need for 
a segmentation operation when extracting features from a task. 
The object's retrieved features are successfully mined 
from the raw data. 

A. Convolutional Neural Network (CNN) 

Major demands on CNN -based, when it comes to the 

classification of plant diseases, deep learning is unmatched in 

terms of both scale and variety of datasets [15]. The majority 

of leaf disease classification systems use CNN. Other types 

of DL networks, such as deconvolutional networks and fully 

convolutional networks (FCNs) are more commonly utilized 

for picture segmentation and medical diagnosis than for 

classifying diseases in plant leaves [16].  

214
© International Conference on Innovations in Computing Technologies and Information 

Sciences (ICTIS-2024). All rights reserved.



The image's local correlation is used by the convolutional 

layer in order to extract relevant features. The image's upper 

left corner is marked with a kernel. Multiplying the pixel 

values by their matching kernel values, summing the 

products, and finally adding the bias. The kernel is shifted by 

one pixel and the filtering process is repeated until the entire 

image has been processed. The pooling layer makes the 

model robust to translations, rotations, and scaling by 

randomly choosing features from the feature map of the 

higher layer. Maximum or average pooling is the most 

popular option. In maximum pooling, the input image is 

divided into numerous rectangular areas with the size of the 

filter determining which regions receive the maximum value. 

When regions are pooled together, the result is an average of 

all of them. In many implementations, convolutional layers 

follow a pooling layer and vice versa. For classification or 

detection tasks, the classifier integrates and converts 

multidimensional information into one-dimensional features 

at the fully connected layer, where each neuron is connected 

to the neuron above it [11]. 

• VGG19 

VGG stands for Visual Geometry Group. The VGG 

network is specially crafted for tasks related to image 

classification. VGG19, a part of this network, is comprised of 

19 layers, with 16 being convolutional layers and 3 fully 

connected layers. The convolutional layers are tasked with 

extracting features from input images, whereas the fully 

connected layers handle the classification of these features 

into various categories or classes. 
Table 1: Dataset 

Dataset Images 

Leaf rust 2000 

Loose Smut 1800 

Crown and Root Rot 1700 

Healthy 2200 

 

• MobileNetV2 

MobileNetV2 is an attempt to design a convolutional 

neural network that can function well on mobile devices. It is 

predicated on a backwards residual structure, with the 

bottleneck levels connecting via residual nodes. Lightweight 

depth-wise convolutions are used in the intermediate 

expansion layer to filter features and introduce non-linearity. 

MobileNetV2's overall architecture consists of a 32-filter 

fully convolutional first layer, followed by 19-filt]er residual 

bottleneck layers [13]. 

B. Plant-Village Datase 

• The dataset as shown in Table 1 has been acquired 
from Hazara University Mansehra, KPK, Pakistan. It 
has 10k total images. 

• It has 4 classes having diseased and healthy leaves. 

• The dataset divided into 80/20 ratio (8000/2000) for 
training and validation respectively. 

C. Data Augmentation 

It's common knowledge that deep learning works best 

with a lot of information. Little data may not be sufficient for 

model training. For this purpose employing data 

augmentation to create new examples for the training phase. 

Common methods of data enhancement include geometric 

modifications including mirroring, cropping, rotation, and 

translation as shown in Figure 2. 

 

 
Figure 2. Data Augmentation 

D. Data Generation 

In some cases, access to reliable information is limited. In 

this scenario, creating fake data for use in training detection 

model. The usage of synthetic data creation has grown in the 

field of machine learning because of its inexpensive cost. 

Generative Adversarial Networks (GANs) methods that can 

be used to generate fake data. To construct fictional instances 

from a dataset with the same properties as the original set, 

GAN uses a generative modeling technique called generative 

adversarial networks [11]. 

E. Model Selection 

AlexNet, VGGNet, GoogLeNet, ResNet, MobileNet, and 

EfficientNet are only a few of the CNN-based classification 

models produced in DL-related research for use in 

classification tasks [14]. After placing first in the ImageNet 

competition in 2015, Microsoft Lab unveiled the ResNet 

network. Using shortcut connections and residual blocks, the 

network was able to address the problem of gradient 

reduction. In 2016, ResNet networks gained more attention 

in the field of Deep Learning. 

In 2017, Google's engineering teams unveiled the 

MobileNet network for use in mobile gadgets and embedded 

software. In 2019, those same Google groups unveiled the 

EfficientNet network. The network used an easy compound 

coefficient to implement the strategy of scaling the depth, 

resolutions, or width. When it comes to plant and crop 

diseases, Deep networks are not required for classification 

but are the ideal solution because to their high performance. 

AlexNet and VGG16 are thought to be suitable for the actual 

accuracy performance needed in agricultural production, in 

addition to Deep networks [5]. This process of training and 

deployment can be divided into the following three steps. 

First step is data preprocessing and preparation. Second step 

is Model building, training and evaluation and final step is 

model inference and deployment as shown in Figure 3. 
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F. Preparing the Data and Preprocessing 

Deep Learning models prioritizes data preparation and 

preprocessing data. Strong accurate and trained input data 

bounds to precise results. Original datasets require training, 

validation and testing set processes, the general statistical 

percentages for such are 70:20:10, 80:10:10 and 60:20:20 

[17]. In our model system, the model has been fed with public 

plant datasets by using Kaggle platform, as it contains 87k 

images. 

A good DL model architecture is required prior to training. 

Better accuracy and faster classification can be achieved with 

a well-designed model. CNNs, RNNs, and GANs are the 

three most common forms of DL networks nowadays. When 

it comes to the task of detecting and classifying plant 

diseases, CNN is by far the most used feature extraction 

network. 

 

 
Figure 3. Steps in model training 

Once the framework of the model has been built, hyper 

parameters can be adjusted for use in training and testing. The 

grid search technique can be used to iteratively explore 

several parameter configurations in pursuit of the optimal 

one. During neural network, training data are stored in the 

first layer, and back-propagation is used to adjust the weight 

of each neuron based on whether the output matches the label. 

This cycle is repeated until a new skill can be taught using the 

available data. The model's efficacy was measured with 

metrics like accuracy, precision, recall, and Fl score. These 

indexes can't be discussed in isolation; rather, they need to be 

introduced alongside the more general concept of a confusion 

matrix. In binary classification, the confusion matrix displays 

the expected yes/no answers [10]. 

G. Evaluation Measures 

The classification models, involving both detection and 

classification of plant diseases, were implemented with deep 

learning. The statistical evaluation classified the samples of 

images into following statuses: True-Positive (TP), which 

determines the perfectly identified image samples being 

infected, False-Positive (FP), which determines the wrong 

classified image samples being infected, True-Negative 

(TN), which determines the correct classified image samples 

being healthy and False-Positive (FP), which determines the 

wrong identified image samples being healthy.  

 
Accuracy = TP+TN/TP+TN+FP+FN                      (1) 

In plant disease evaluation, classification and accuracy 

are considered essential for the purpose. From equation 1 

High value of accuracy and precision tends to be regarded 

better for the performance. When the value of F1 is less, the 

trained model tends to perform much better. The capability of 

the trained model is applied to new data when the training and 

evaluation processes are finished. 

H. Transfer learning 

Transfer learning comes in the classification of the 

machine learning technique domain. The certain technique 

adopts the learning capabilities from the recent tasks to the 

proceeding tasks 0. With new databases, few layers of pre-

trained networks of the model are retrained by reducing the 

need for masses of datasets, inclining the model towards 

better performance. Research by Mukti el al reports the 

utilization of transfer learning model by using ResNet50, by 

implementing the approach of recognizing plant diseases, as 

it gives satisfactory results. The report contains a dataset of 

87.867 image samples where 80% of the dataset is used for 

training set and the remaining 20% is used for validating set 

process. The report concludes with an accuracy of 99.80% 

from the model implemented practically. 

I. Tensor Flow 

 TensorFlow is an open-source machine-learning 
framework used by researchers and developers. It offers a rich 
ecosystem of tools and resources for creating and deploying 
ML apps. Users can choose the level of abstraction they need, 
with the Keras API simplifying model building. Eager 
execution allows for fast iteration and debugging. The 
Distribution Strategy API enables distributed training without 
modifying model design, making it suitable for large ML jobs. 
TensorFlow also supports creating complex models efficiently 
with features like the Keras Functional API. Supplementary 
libraries like TensorFlow Probability and BERT can be used 
alongside TensorFlow for various tasks. 

 

Figure 4. Model training and validation. 
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IV. RESULTS 

The proposed system results are gathered from trained 
model before its deployment and after its deployment in 
mobile based application. We used a technique called cross-
validation, in which we divided their data into a training set 
and a validation set. The model is "trained" using the training 
set, while its performance is "validated" using the validation 
set. The figure 4 depict loss and accuracy during training and 
validation, respectively. 

The validation accuracy is higher than the 
training accuracy. On the training dataset, the model's loss 
will nearly always be smaller than on the validation dataset. 
Thus, a discrepancy between the train and validation loss 
learning curves is to be anticipated. The void between these 
two ideals is known as the "generalization gap." A validation 
loss that is smaller than the training loss may also be used to 
detect it. It suggests the validation dataset may be more 
predictable by the model than the training dataset. 

Accuracy is used as a measure of style in the context of 
typography. Accuracy refers to the proportion of correctly 
predicted events that our version anticipated. The formal 
definition of precision is as follows: the proportion of correct 
predictions to total forecasts is the standard by which accuracy 
is measured. We see convergence in our model. We obtained 
a validation accuracy of 93%+ in just 10 epochs as shown in 
Figure 4. 

 

Figure 4. Accuracy values 

To make our model communicate with App we must 
convert into the TensorFlow lite version, tflite is made for 
mobile Versions [12]. So, you can build or create a mobile app 
and make the app communicate with the model. The following 
steps are being done: 

• Saved  model converted into TFLite. 

 

• Model converted to TFLite which is then used to 
develop a mobile application. 

 

The prototype application uses camera or device media to 
get an image of the crop as shown in Figure 5. Preview the 
images and send it to API, for disease detection are shown in 
figure 6 and figure 7. Results page showing detected disease 
as given in Figure 7 and 8 for diseases such as Root Rot and 
Leaf Rust. The healthy wheat plant results are given in Figure 
9. 

 

Figure 5. Prototype of mobile application 

 

Figure 6. Root Rot disease 

 

Figure 7. Leaf Rust disease 
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Figure 8. Loose smut disease 

 

Figure 9: Healthy leaves 

V. CONCLUSION 

Wheat diseases are serious hazards to food security and 
must be addressed immediately to prevent total crop failure. 
Many times, however, farmers are unable to tell the difference 
between diseases that present with identical symptoms. 
Because of this, fertilizer applications may be under- or over-
applied. If diseases are misdiagnosed. Professionals in the 
field are required to identify wheat crop illnesses. Who can 
prevent the loss of the entire harvest? To mitigate this loss and 
better instruct farmers via video, in proposed solution we 
apply Convolutional Neural Network (CNN) multi-layer 
ANN algorithms hereinafter referred to as Deep Learning 
Algorithms. Overarching goal was to enhance the efficacy of 
agricultural methods. Currently, machine vision-based plant 
disease and pest detection equipment is being widely used in 
agriculture, replacing the more laborious and time-consuming 
practice of identifying these problems by eye. We trained and 
validated our strategy using a transfer learning method. We 
also conducted an evaluation of the design using a dataset of 
14 plant types and 38 class labels. We propose an intelligent 
and effective application software that leverages Al computer 
vision and machine learning algorithms to identify 
agricultural diseases. We have faith that this study's findings 
will be seen as supplementary to those already published, 

opening the door to important studies of transfer learning 
methodologies for plant and disease identification. 
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Abstract— This paper proposes an energy-efficient home 

automation system leveraging the Internet of Things (IoT) and 

machine learning. The system, implemented in Python on a 

Raspberry Pi, enables remote control of appliances (lights, 

televisions, air conditioners) via a web interface accessible from 

any local network device. Machine learning is introduced in the 

second phase, utilizing linear regression to automate appliance 

management based on historical data stored in a database. This 

work demonstrates the feasibility of IoT and machine learning 

for cost-effective and efficient home automation, laying the 

groundwork for future development of database-driven smart 

homes with advanced machine learning algorithms. 
 

Keywords: Home Automation, Internet of Things, Machine 

Learning. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 1: Possibilities with Smart Security [9] 

 

I. INTRODUCTION 

Home automation systems have gained significant 
traction in recent years, offering various functionalities and 
specifications [1-8]. Existing literature explores a range of 
approaches, including ZigBee-Arduino control for small 
appliances [1], low-cost Arduino UNO-based systems with 
web server functionality and environmental sensors [2], X10 
controller and IEEE 1394 AV framework integration for 
remote access [3], Java-based structures for PC server control 
[4], PIC microcontroller-driven systems with web interfaces 
for slave control points [5], Bluetooth-over-internet appliance 
control [6], and RF module-Arduino UNO-WiFi-cloud- 
mobile application systems with environmental sensing for 
fan and light control [7]. Additionally, research has been 
conducted on minimizing energy usage through multiband 
antennas, energy-efficient sensors, and thermal management 
[8]. However, limitations exist in many proposed systems. 
Some prioritize simplicity, focusing on basic controls for fans 
and lights, while others target complex devices like 
intelligent doors. Issues arise with user-friendliness, basic 
functionality, cost, and energy consumption, leading to a gap 
between user requirements and system capabilities. 

This paper addresses these limitations by proposing a 
cost-effective, user-friendly Internet of Things (IoT) home 
automation system. The system offers internet, PC, and 
mobile application control for home appliances, promoting 
energy efficiency. We leverage a Raspberry Pi as a bridge 
device, translating user interaction through a web page into 
signals for end-device control. The system utilizes Wi-Fi 
technology for local network communication and, with an 
internet-connected server, allows remote access via a web 
browser. This paper details the software and hardware 
implementation, focusing on the initial control of three key 

appliances: fan, air conditioner, and light. The proposed 
system promises to be cost-effective, reliable, and easy to 
implement, aiming to bridge the gap between user needs and 
existing home automation solutions.. 

II. ELECTRONICS AND THEIR APPLICATION IN AUTOMATION 

1) Raspberry Pi: This work utilizes a Raspberry Pi 3B+ 

as the central hub for communication and processing. The 

Raspberry Pi offers connectivity through one RJ45 connector, 

four USB ports, and an integrated Wi-Fi adapter. This allows 

for interaction with various communicating terminals within 

the smart home environment.. The Raspberry Pi serves two 

primary functions, It facilitates communication between all 

connected appliances and sensors. And it stores historical 

data in its memory for machine learning purposes. A Flask 

server running on the Raspberry Pi manages the database and 

facilitates model training. 

2) Passive Infrared sensor: A Passive Infrared (PIR) 

sensor is employed to detect infrared radiation, enabling the 

system to turn appliances on or off based on user presence. 

Ideally, upon entering a room, lights should illuminate based 

on a pre-set schedule retrieved from the database. 

Conversely, if a user leaves the room unexpectedly, the PIR 

sensor detects the absence of human movement and triggers 

the Raspberry Pi to turn off appliances, promoting energy 

efficiency. The sensor transmits a binary value ("1" for 

presence, "0" for absence) to a designated pin on the 

Raspberry Pi, which is also displayed on the web interface for 

user convenience. This eliminates the need for intrusive 

camera installations for presence detection. 

3) Relays: Relays are crucial for switching connected 

devices on and off. The control signal received by the relay 

determines whether a specific pin on the IoT device is 
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activated or deactivated. This enables remote control of 

appliances within the smart home system. This project 

utilizes 5-volt, 10-ampere relay modules for the 

aforementioned functionality. 

4) Flask Server: Flask, a web framework, provides the 

necessary libraries for building web applications. In this 

project, a Flask server is implemented to host all connected 

devices. It facilitates sending "ON" and "OFF" signals to 

these devices. The server is hosted on the Raspberry Pi with 

a local IP address, restricting access to devices within the 

same local subnet for security purposes. This necessitates the 

smartphone controlling the system to be connected to the 

same subnet. Alternatively, a VPN connection could be 

established for remote control from outside the local network 

III. IMPLEMENTATION OF HOME AUTOMATION SYSTEM 

A. Prototype Development 

The prototype for the machine learning-based home 

automation system using a Raspberry Pi is connected to three 

electrical devices (fan, television, and light source) the 

connections to the Raspberry Pi are through a breadboard and 

jumper cables. A Flask server running on the Pi provides a 

web interface for remote control (on/off) of these devices. In 

parallel, a Python script maintains a database logging device 

activation times and associated GPIO pins. This data serves 

as the foundation for a routine learning algorithm, enabling 

the system to predict and automate device behavior after a 

seven-day training period. The web interface remains 

accessible from laptops or smartphones within the same local 

network for manual control or system monitoring. The 

Implementation is completed in two phases 

 
1) Phase 1: controlling all the appliances in a smart home 

environment through any internet enabled device like a 

Smartphone or Laptop etc. The connectivity is done by 

having a raspberry pi as a bridge device to translate signals 

generated by human interaction through web page to the end 

terminal devices. 

 

 

 

 

 

 

 

 

 

 
 

Figure 2: Smart home implementation chart 

 

2) Phase 2: Phase 1 is enhanced in phase 2 by automating 

human interaction by in the introduction of databases that are 

maintained through machine learning algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3: Detailed implementation with introduction of 

machine learning 

B. Setup for Smart Home Project Implementation 

When the device (Raspberry PI) is switched on. The most 

important element is, its connection to the Local Area 

Network. In this way it can communicate with the existing 

communicating devices. After the device is allocated an IP 

either through DHCP or assigning a static IP. The web GUI 

of the project can be accessed. This GUI enables the user to 

control the connected appliances. In the web GUI the user can 

select the mode of operation to be Manual or Automatic. The 

first mode enables the project to use data from the databases 

for the corresponding behavior of the project while the 

second mode needs the interaction from user to turn on /off 

the connected devices. Once the interaction is complete the 

existing database is updated and the flow ends. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4: Flow Chart for Implementation of the Smart Home 
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Figure 5: Procedure of Setup 

 

The development of a machine learning-based home 

automation system using a Raspberry Pi 3B+ leverages 

Ubuntu 16.04 for visualization and Python 3.5 for core 

functionality. Code development is facilitated by Spyder 

3.3.0. A user-friendly web interface is implemented using 

HTML to enable remote control and facilitate future 

application integration. Python scripts interact with the 

Raspberry Pi's GPIO pins to control connected appliances 

(fan, television, light source) via IoT protocols. A basic data 

logging system is established, utilizing a Python script to 

record device activation times and associated timestamps into 

a text file (.txt). This data serves as the foundation for a future 

machine learning algorithm, enabling the system to learn user 

behavior and automate device operation. 

 

IV. RESULTS 

The data of sensor are sent to the web browser for monitoring 

of the system after the successful connection to the server. The 

webpage will appear when we enter the IP address in the web 

browser. The web server provides important information about 

the status of the home appliances that are connected to the 

internet remotely. 

Home automation makes it possible to automate tasks related 

to security, well-being and comfort through a smart system 

installed in a home or building. In other words, it integrates 

technology into the design of a space. One of the main 

advantages of home automation systems is energy efficiency. 

 

V. CONCLUSION 

This paper contributes to the growing field of smart home 

automation by leveraging the Internet of Things (IoT) and 

machine learning. We present a Raspberry Pi-based system 

that interfaces with various electrical appliances, enabling 

their remote control and automated operation. In the initial 

phase, the system provides a user-friendly interface for 

manual control. Subsequently, a machine learning 

component is introduced to analyze historical usage patterns 

and automate appliance switching based on learned 

schedules. This approach not only promotes energy 

efficiency but also enhances user convenience by reducing 

manual intervention and offering increased flexibility in 

managing time and resources. 

VI.  FUTURE WORK 

This work's inherent scalability allows for the integration of 

"smarter" appliances, controllable either through 

smartphones or autonomously based on historical data. This 

opens doors to numerous domestic applications, including 

smart cameras, self-activating cleaning robots, and intelligent 

washing machines. By leveraging machine learning 

algorithms, household chores can be automated through these 

appliances, enhancing user convenience and promoting 

significant cost savings via efficient resource management. 
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DEEP LEARNING-BASED SKIN LESION 

SEGMENTATION AND CLASSIFICATION  

Abstract-- By using deep learning to automate skin lesion 

segmentation, this work aims to improve the classification of 

melanoma. By properly segmenting lesions and utilizing the U-

Net algorithm's preprocessing capabilities, our research aims to 

improve the accuracy of skin cancer diagnosis. During 

preprocessing, raw dermoscopic pictures from the HAM10000 

dataset are enhanced and normalized early. Next, the U-Net 

model is used to accurately segment lesions. Advanced deep 

learning approaches are applied after segmentation segmented 

images are subjected to classification, such as Convolutional 

Neural Networks (CNN) and Vision Transformer (VIT) models. 

This all-encompassing method not only improves 

dermatological image analysis's dependability and effectiveness, 

but it also shows promise for enhancing clinical outcomes in the 

diagnosis and management of different forms of skin cancer. 

Our work is a significant step toward the creation of more 

reliable techniques in this important area, opening the door for 

improvements in patient care and healthcare diagnostics. 

Keywords:  

Melanoma, Skin cancer, lesion segmentation, deep learning, 

lesion classification, image processing, vision transformer.  

I.  INTRODUCTION  

Skin cancer originates in skin cells due to the uncontrollable 

growth of skin cells. Skin cancer is primarily caused by UV 

radiation damage to the cell's DNA, which is passed on by 

exposure to sunlight or artificial UV radiation sources. 

Melanoma, squamous cell carcinoma (SCC), and basal cell 

carcinoma (BCC) are the most common forms of skin cancer.   

According to [1], each year the number of cases of 

melanoma identified, increased by 53% between 2008 and 

2018. If the skin cancer is detected later, the survival rate is 

less than 14%. Over the next decade, there will likely be an 

increase in the death rate. On the other hand, if skin cancer is 

diagnosed in the early stages, the survival rate will increase 

to 97%.   

The increasing global prevalence of skin cancer 

highlights the urgent need for efficient techniques for both 

detection and categorization. With the advancement of 

technology, computer-aided diagnostic systems started to be 

used in the identification of skin cancer. Inspired by the 

critical need for detecting skin cancer in an early stage, 

scientists began to employ machine learning methods in 

unconventional ways [2]. Deep learning, a subset of AI 

(artificial intelligence), has been integrated into skin cancer 

detection in recent years, raising the bar for accuracy and 

efficiency in skin cancer diagnosis through automated, data-

driven insights [3].   

For the diagnosis of skin cancer segmentation is the 

most critical step for extracting features and isolating the skin 

lesion.  The conventional method for classifying skin lesion 

images involves segmenting and pre-processing the image. 

After extracting characteristics from the region of interest, 

the lesion is classified using different classifiers [4].   The 

segmentation approach reduces the image processing steps.   

Seeja et al. [5] suggests that deep learning can also improve 

diagnostic efficiency by simplifying the process of 

interpreting images by using a model to extract 

representative features from lesions by combining the input 

image with a segmentation mask.  

In this paper, we present a novel approach for the 

segmentation of skin cancer utilizing the deep convolutional 

neural network based on the U-Net algorithm in 

preprocessing. This work focuses on the segmentation and 

classification of different seven classes of skin cancer by 

employing the HAM10000 Dataset for training and 

evaluation. The experimental results showcase the 

effectiveness of our proposed method achieving the notable 

segmentation accuracy of seven classes of skin cancer. In the 

pre-processing step, we utilized the U-Net architecture for 

segmentation. For classification, we employed VIT and CNN  

architectures.  

II. RELATED WORK  

Rafael Luz Ara´ujo et.al [6] proposed a segmentation method 

for melanoma skin lesions using modified U-net along with 

post-processing techniques. The research was conducted on 

two datasets, PH2 and DermIS involving acquisition and 
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segmentation with a highly effective U-net network, and for 

further improvement, they performed post-processing 

techniques that disconnected extra regions, filled holes, and 

removed loose regions. In the PH2 dataset, they were able to 

acquire a dice coefficient of 0.933, and in the DermIS 

dataset, 0.872.   

For the fast and accurate detection and segmentation of 

melanoma skin lesions, M. Taghizadeh et al. [7] proposed a 

method using SegNet and Yolov3 Based on Deep Transfer 

Learning. He suggests a two-phase procedure for melanoma 

detection. F-YoloV3 is applied for melanoma localization 

and F-SegNet for segmentation.  

Bisla et al. [8] suggested a deep learning model for both 

classification and segmentation for the diagnosis of skin 

lesions.  The segmentation technique was to mask away 

portions of the image that weren't needed. He utilized the U-

net architecture for segmentation. To improve the accuracy 

of the automated diagnosis of melanoma through deep 

learning image segmentation technique, Aleksandra 

Dzieniszeewska et al [4] combined the segmentation mask 

and skin lesion images using Gaussian blur. They employed 

the deeplabV3 and U-net segmentation networks for the 

segmentation process. On the combined ISC dataset, they 

obtained an accuracy of 84.85%.  The classification 

performance of melanoma was enhanced by Seeja R D, and 

Suresh A [5] using deep learning-based automatic skin lesion 

segmentation. The process unfolds in three stages: 

Segmentation using U-Net, Feature Extraction (color, 

texture, shape) using HOG, LBP, Edge Histogram, and 

Gabor methods. , and Classification using SVM, Random 

Forest, K-NN and naïve Bayes. The SVM classifier yields 

the best result on the ISBI 2016 dataset based on F1-score 

and accuracy. For image segmentation, they achieved a Dice 

co-efficiency value of 77.59% and the SVM classifier 

produced 85.19 % accuracy. It is observed that classification 

with segmentation achieves much better accuracy, 

sensitivity, and specificity of the model compared to 

classification unsegmented images.   

Mehwish Zafar et al. [9] proposed a segmentation model in 

which features are extracted through a pre-trained 

MobilebetV2 model. This model acts as a base of 

Deeplabv3+ for boundary extraction. Using the ISIC 2016, 

2017, 2018, and PH2 datasets, the suggested segmentation 

strategy is assessed based on Mean Accuracy, Global 

Accuracy, BF Score, Weighted IoU, and Mean IoU. These 

metrics yield global accuracy values of 0.97481, 0.97297, 

0.98642, and 0.95914, respectively.  

Nojus Dimša et al [10] suggested automatic segmentation of 

skin lesion using deep learning, which explores the crucial 

field of melanoma diagnosis and highlights the important 

significance of early detection.  

MultiResUNet outperforms U-Net++ by a tiny amount 

(0.86%), all things considered, these U-Net variations show 

promise for improving the traditional U-Net model in skin 

lesion segmentation. Still, multi-class segmentation in skin 

lesions is a difficult field of study due to its complexity.  

Researchers proposed a deep learning-based approach, 

comprising fuzzy k-means clustering (FKM) and region 

based convolutional neural network (RCNN), to classify skin 

melanoma at an early phase [11]. The PH2, ISBI-2016, and 

ISIC-2017 datasets were utilized to evaluate the efficacy of 

the methodology that was offered. It beat existing state-of-

the-art approaches, according to the data, with an average 

accuracy of 95.40%, 93.1%, and 95.6%.  

Mohammad Ali Kadampur et al [1] proposed a skin cancer 

detection method using Deep Learning Studio (DLS). Their 

approach involved data preparation, model construction, 

tuning, and deployment as a REST API. The DLS model 

achieved an exceptional AUC of 99.7% in skin cancer 

detection, demonstrating its effectiveness and ease of use.  

Ameri A [12] presented a robust deep-convolutional neural 

network utilizing AlexNet to classify skin lesions as benign 

or malignant .This model shows significant potential for 

assisting dermatologists in skin cancer detection with a 

classification accuracy of 84%, sensitivity of 81%, and 

specificity of 88%.   

Using the Vision Transformer architecture, [13] research 

presents a unique method for classifying skin cancer that 

achieves an impressive 96.15% accuracy on the HAM10000 

dataset. The work outperforms conventional deep learning 

techniques by utilizing pre-trained models like ViT patch-32, 

which has promising potential for dermatological 

diagnostics. The model's performance is further improved by 

using Segment Anything Model for lesion segmentation, 

proving its usefulness in computer-aided skin cancer 

diagnosis. This study demonstrates the noteworthy 

advancements in deep learning applications for the 

interpretation of medical images, especially in the field of 

dermatology, which enhance patient outcomes by enabling 

prompt and precise diagnosis. 

  
Figure. 1. Flow chart of proposed method.  

III. MATERIALS AND METHODS  

In our approach, we utilize deep learning techniques for 

automatic skin lesion segmentation using U-Net algorithm as 

a preprocessing step to improve the classification of 

melanoma. Convolutional neural network architecture U-Net 

performs exceptionally well in biomedical image 

segmentation applications [4] [5] [14]. We employ the 

HAM10000 Skin Cancer dataset, which consists of various 

classifications of skin lesions, including melanocytic nevi, 

melanoma, basal cell carcinoma, actinic keratoses, vascular 

lesions, and dermatofibroma. The methodology involves the 

following steps:  
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 DATASET  

We use the HAM10000 dataset, which consists of  

10,015 dermoscopic pictures with extensive clinical 

metadata, in our study. This collection includes a variety of 

skin lesion representations, including benign nevi, malignant 

melanoma, and other dermatological diseases [14]. The 

HAM10000 dataset makes it easier to train and assess 

machine learning models for automated skin lesion 

recognition and segmentation because of its diverse 

population sources and clinical contexts. A. 

A.  Process:  

Some separate subtasks that are suited for various input 

skin image types comprise the classification process:  

• Unaltered Lesion Classification: In this subtask, 

skin lesions are categorized without any 

segmentation or preprocessing. It acts as a reference 

point for comparing segmented lesion 

classifications.  

• U-Net Segmented Lesion Classification: Lesions 

are automatically separated from input images by 

utilizing the U-Net segmentation model. The U-Net 

architecture is trained to precisely identify skin 

lesions and is well-known for its efficacy in 

biomedical image segmentation.  

B.  Pre-Processing  

Our preprocessing stage is used for segmentation tasks by 

preparing the raw dermoscopic pictures. By means of the 

given service, we analyze the data to remove biases, the 

adjustment of the intensity levels and also improve the image 

quality. The delineation procedure is performed in a next step 

to draw a boarder around a skin lesion. We will before 

segregation and classification to do certain preprocessing 

tasks so as to make accurate and consistent process.  

1)  Data Cleaning  

To ensure data integrity and dependability for our research, 

we used data cleaning techniques during the preprocessing 

step to correct mistakes, inconsistencies, and missing values 

in the dataset.  

2) Distribution of 7 Different Classes:  

Subsequently, we Analyze the dataset's distribution of the 

seven distinct groups of skin lesions to identify any class  

imbalances.  

3) Addressing Class Imbalance:  

To balance the distribution we decide to employ both 

upsampling and down-sampling methods. A more equal 

distribution of the classes resulted in down-sampling, in 

which randomly selected samples of samples from the 

majority class were used to trim the size of the minority class. 

Moreover, we ensured that each class of the minority samples 

was replicated using such methods as up-sampling 

techniques to the level of attaining the balance of the dataset 

and a proper representation of each class.  

4) Analysis of Spatial and Demographic Factors:  

We performed an analysis to understand the distribution of 

skin lesions in several localized fields (e.g., arms, legs, torso) 

as well as the demographic features (gender, age) of skin 

lesioned individuals. The goal of the comprehensive study 

was to find geographic patterns or variances in the 

distribution of lesions and demographic trends or 

correlations, offering significant data for the classification of 

skin lesions.  

C. Segmentation  

A crucial preprocessing step in our work is segmentation, 

which is used to precisely identify skin lesions from 

dermoscopic pictures. Each of the numerous subtasks that 

make up the segmentation approach contributes to the 

process's improvement and optimization.  

1) Model Definition and Training  

Our approach relies heavily on the U-Net segmentation 

model to precisely identify skin lesions from dermoscopic 

images. The U-Net architecture, which is well-known for its 

effectiveness in biomedical image segmentation, is described 

inside a function that enables the customization of 

parameters such as number of epochs. By iteratively 

modifying its parameters throughout the training phase and 

utilizing the rich contextual data that its architecture 

captures, the U-Net model gains the ability to accurately 

recognize skin lesions.  

  

  
Figure.2. Illustration of U-Net Architecture [4] 

2) Data Loading and Preparation  

To provide consistency and structure in data handling, a 

function is defined to load the dataset in a sorted order. The 

dataset is divided into training and test sets to evaluate model 

performance impartially and prevent biases.  

3) Evaluation Metrics:  

As evaluation metrics, intersection over union (IoU) , jaccard 

Index and dice coefficient are used to measure how accurate 

and similar segmented lesions are to ground truth 

annotations. Jaccard Index, also known as the Jaccard 

similarity coefficient, is calculated as the ratio of the size of 

the intersection between the two sets to the size of their 

union. It is essentially the same as IoU, but sometimes 

computed slightly differently. A statistic used to assess the 
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similarity and diversity of sample sets is the Jaccard index, 

sometimes referred to as the Jaccard similarity coefficient 

and Intersection over Union. Like accuracy, the Dice score 

penalizes for false positives that the algorithm detects in 

addition to counting how many positives you find.  

𝐷𝑖𝑐𝑒 = 2 ∗
𝑡𝑝

𝑡𝑝 + 𝑓𝑝
+ (𝑡𝑝 + 𝑓𝑛) 

 

4) Visualization and Post-processing:  
To evaluate the implemented model for skin lesion 

segmentation, predictions are made on unknown data which 

have not been trained upon. We apply extra postprocessing 

approaches, for example, to improve lesion boundary feature 

visibility and then to adjust segmentation mask projections 

afterward the segmentation process. The proposed method is 

also suitable for smoothing segmentation masks and 

increasing visual interpretation accuracy with imprecise 

lesion boundaries. Thus, these after-processing procedures 

make the skin cancer detection method based upon the 

accurate segmentation results both reliable and aesthetically 

appealing.  

5) Application of Masks  

To precisely define skin lesions for subsequent classification 

tasks, we employed the segmentation masks produced by the 

U-Net model in the last segmentation stage. Precise lesion 

borders were provided by the segmentation masks, which 

made feature extraction and classification easier. the 

application of segmentation masks generated by the U-Net 

model for accurate delineation of skin lesions is illustrated in 

Figure 3.  

  

  
Fig. 3. Predicted Mask and Segmented Images 

D. Classification using VIT: 

Several separate segments were produced when we trained 

a model to segment VIT images. The VIT model was then 

trained to distinguish between melanoma and melanocytic 

nevi using these segments. Accuracy measurements 

displayed in tables and figures helped to clarify the findings. 

The segmentation-based classification strategy is shown to 

be reliable and successful by this thorough analysis. 

Significant progress toward improving our understanding 

and identification of skin lesions has been accomplished 

through this research, likely leading to improvements in the 

results of dermatological healthcare. 

To train our classification model, segmented images were 

sent to a Vision Transformer (VIT) model. This method took 

advantage of VIT models' ability to efficiently handle image 

segmentation tasks. Our model was trained with the 

segmented representations to discriminate between two 

classes: melanoma and melanocytic nevi. This approach 

demonstrates a possible path toward increasing binary 

classification accuracy in medical image analysis by 

leveraging the advantages of both transformer-based models 

and segmentation. From this model the training accuracy is 

0.73 and validation accuracy is 0.73. 

 

 
Figure.4. (Vision Transformer-based Skin Cancer Classification 

Model) [13] 

 

 
Figure.5. (Training & validation loss)

 

Figure.6. (Training & validation Accuracy) 
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Figure.7. Confusion Matrix 

The confusion matrix above Thirteen of the actual class one 

167 images were wrongly classified as class 0 and 133 were 

accurately predicted as class 1 and 206 images that were truly 

class 0 were accurately classified, whereas 17 images were 

mistakenly classed as class 1. 
 

E. Classification using CNN: 

Because of dataset imbalances, we trained a CNN model for 

a 7-class classification challenge using the segmented 

images. This all-inclusive strategy sought to address the 

data’s unpredictability more successfully. A comprehensive 

table and figure below give the results of a thorough analysis 

of the resulting categories, together with pertinent metrics. By 

providing insights into how CNN models can handle 

unbalanced datasets and improve classification accuracy 

across several classes, this approach makes a substantial 

contribution to the area of medical image analysis. 

It uses pre-trained weights from ImageNet to initialize 

MobileNet, leaving out the fully connected layers. It 

reduces geographic dimensions by adding a layer of global 

average pooling. We adds a completely connected layer with 

ReLU activation and 256 units at the end. It includes 

softmax activation and an output layer with 7 units (for a 

classification problem with 7 classes). 

builds a new model with the custom classification layers and 

the input from the MobileNet. Essentially, it adds unique 

layers for classification to modify the robust MobileNet 

architecture for a particular picture classification 

application. 

 

Figure.8. Training and Validation   Accuracy 
 

 
Figure.9. Training and Validation Loss 

IV. RESULTS 

The VIT model demonstrated a high training accuracy of 

0.94, indicating its effectiveness in learning from the training 

data. However, its validation and testing accuracies were at 

0.73. The VIT model still achieved a notable testing accuracy, 

indicating its capability to generalize well to unseen data. 

 
TABLE 1 -CLASSIFICATION USING VIT 

Training Accuracy 0.94 

Validation Accuracy 0.73 

Testing Accuracy 0.73 

On the other hand, the CNN model showed a comparable 

training accuracy of 0.95 to the VIT model, implying its 

ability to learn the training data effectively. However, its 

validation and testing accuracies were lower at 0.73 

respectively. 
TABLE 2 -CLASSIFICATION USING CNN 

Training Accuracy 0.94 

Validation Accuracy 0.73 

Testing Accuracy 0.73 

 

V. CONCLUSION   

In conclusion, this work presents a method for skin lesion 

segmentation and classification using state-of-the-art deep 

learning techniques. Using Convolutional Neural Networks 

(CNN) and Vision Transformer (VIT) models for 

classification and the U-Net technique for segmentation, we 

have shown encouraging results in correctly classifying 

different kinds of skin lesions. The metrics acquired for 

segmentation accuracy verify the efficacy of our method in 

medical picture analysis. Our approach has a lot of potential 

to boost clinical outcomes by increasing the precision and 

dependability of skin cancer diagnosis. better work will 

concentrate on enlarging the classification task to support a 

wider variety of lesion classes, and continuous efforts will be 

made to better hone and optimize our methodology. This 

work represents a major advancement in the use of deep 

learning to dermatological analysis and emphasizes the need 

for ongoing research and development in this area. 
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Stock Market Analysis and Prediction 

Abstract— This paper is about an innovative application 

which is designed to fill the gap between traditional stock 

market analysis and cutting-edge predictive modeling. Real-

time information is important for financial decision-making, 

this application aims to provide investors, traders, and financial 

analysts with a powerful toolset for informed decision-making 

and help them to invest in stocks intelligently. The significance 

of this application lies in its ability to democratize access to 

sophisticated stock analysis and prediction tools. By doing real-

time data analysis, having user-friendly interfaces, and 

advanced predictive modeling, the software provides a good 

solution for users ranging from novice investors to seasoned 

financial professionals. The application not only addresses the 

challenges associated with fragmented data and delayed 

analysis but also opens avenues for continuous monitoring and 

optimization of predictive models in response to dynamic 

market conditions. The Analysis part allows users to analyze the 

stock data which will be very helpful for them to gain insights 

from the stock data. The Prediction part introduces advanced 

machine learning techniques to develop predictive models 

capable of forecasting stock prices and trends. These models are 

seamlessly integrated into the application developed in the 

Analysis Phase, providing users with real-time predictions and 

valuable insights. The predictive capabilities empower users to 

anticipate market movements and make proactive decisions, 

enhancing their overall investment strategies. Long Short-Term 

Memory (LSTM) network models have been demonstrated to 

perform well in stock price prediction by prior research, and 

most people regard them as one of the most accurate prediction 

methods, particularly when used for longer prediction ranges. 

After performing pre-processing steps like data normalization, 

we employed an LSTM network model in this application. 

Through training and testing, we determined the ideal settings 

for the optimizer, dropout, batch size, epochs, and other 

parameters. The outcome of comparing the LSTM network 

model with eXtreme gradient boosting (XGBoost), linear 

regression, last value, and moving average indicates that while 

it performs well for long-term forecasting, it is not suitable for 

short-term forecasting. 

Keywords: "Stock Market; Predictive Modeling; Deep 

Learning; LSTM, Data Analysis; Financial Technology". 

I. INTRODUCTION 

In the ever-evolving landscape of financial 

markets, the ability to comprehend and forecast stock trends 

is a critical facet for investors, analysts, and financial 

institutions. As markets become increasingly dynamic and 

interconnected, traditional methods of analysis are often 

challenged to provide timely and accurate insights. This 

study sets out to exploit the capabilities of deep learning, 

namely Long Short-Term Memory (LSTM) networks, in 

order to tackle the intricacies, present in stock market data. 

II. BACKGROUND:  

The development of technology and the growing 

complexity of international financial markets have had a 

profound impact on the field of stock market analysis. 

Conventional approaches to stock data analysis frequently 

struggle to deliver thorough and timely insights, which puts 

investors and financial experts at a disadvantage when it 

comes to making wise judgements. Because of the stock 

market's volatility, a more complex strategy combining 

predictive modelling and real-time data analysis is required.  

The goal of this project is to close these gaps and offer a 

solution that gives customers access to a thorough and 

intuitive platform for analyzing and predicting market data. 

More precise trend analysis and prediction may be possible 

thanks to the advances in machine learning and data science, 

which have created new opportunities for the meaningful 

pattern extraction from large datasets.  

A. Navigating the Evolving Landscape of Stock Market 

Dynamics with Advanced Analysis and Prediction Tools: 

Technology and the complexity of today's financial 

markets have caused a revolutionary change in the field of 

stock market analysis. The needs of modern investors and 

financial professionals are not adequately satisfied by 

traditional techniques of analyzing stock data, which 

frequently leads to delayed insights and less-than-ideal 

decision-making. Because the stock market is so volatile, a 

more advanced strategy that seamlessly combines predictive 

modelling and real-time data analysis is required. 

B. Contextualizing the Challenges: 

Technology and the complexity of today's financial 

markets have caused a revolutionary change in the field of 

stock market analysis. The needs of modern investors and 

financial professionals are not adequately satisfied by 

traditional techniques of analyzing stock data, which 

frequently leads to delayed insights and less-than-ideal 
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decision-making. Because the stock market is so volatile, a 

more advanced strategy that seamlessly combines predictive 

modelling and real-time data analysis is required. 

 

C. The Django Advantage: 

Our solution is built around the robust web framework 

Django, which offers a solid base for creating an integrated 

utility. Our project aims to overcome the drawbacks of 

conventional methods by utilizing Django's capabilities in 

conjunction with sophisticated data analysis and machine 

learning packages. This combination not only solves the 

problems caused by incomplete data and slow analysis, but it 

also brings predictive modelling, which allows users to 

foresee market movements and take well-informed decisions 

instantly. 

D. User-Centric Design: 

This study is important because of its user-centered 

design, which targets a wide range of readers, from seasoned 

financial experts to novice market participants. Our project 

places a high priority on a user-friendly interface that 

incorporates real-time data analysis and predictive modelling 

using data obtained from APIs or other sources. 

LITERATUE REVIEW 

E. Overview of Literature Review: 

This research is situated at the nexus of financial 

analysis and technology innovation. Through the application 

of web development, deep learning, and data analysis, the 

project aims to close the gap between state-of-the-art 

predictive modelling and conventional stock market analysis.  

The background of the research is further reinforced by the 

growing use of technology in financial decision-making. 

Investors are actively looking for tools that allow them to 

make preemptive decisions using predictive analytics, in 

addition to providing a retrospective picture of market 

movements. In order to satisfy this need, this application 

offers a solution that integrates data collecting, analysis, and 

predictive modelling into a single, cohesive programme. 

F. Theoretical Foundations: 

By utilizing the Hidden Markov Model (HMM) to 

estimate stock prices for the four distinct airlines depicted in 

Figure 1, Hassan and Nath made a significant contribution to 

the field of stock market forecasting [1]. Notably, the 

opening, closing, highest, and lowest prices—four crucial 

components of stock prices—were captured by the authors by 

narrowing down the model's states. Their method stands out 

for not relying on expert knowledge, which makes it possible 

to build a prediction model without the need for specific 

domain knowledge. Nonetheless, it is imperative to recognize 

certain constraints identified in their research, namely its 

limitation to the airline sector and assessment on a rather 

limited dataset. Although their application's specialization 

offers insightful information about the aviation industry, its 

generalizability may be restricted to more general stock 

market circumstances. Additionally, as the authors limited 

the time frame for training and testing datasets to a maximum 

of two years, it is imperative to take the evaluation period into 

account. This period provides a useful benchmark for our 

assessment and enables a comparison with alternative 

methods in the field of stock market forecasting. 

 

  

 

Figure 1: Hidden Markov Model for stocks prediction 

G. Related Works: 

More recently, a paradigm shift in stock market prediction 

has been brought about by the rise of deep learning. Recurrent 

neural networks (RNNs) and long short-term memory 

(LSTMs) are two deep learning models that have proven to 

be exceptionally adept at identifying complex patterns in 

sequential data [2]. The financial research community has 

taken a keen interest in these models due to their capacity to 

automatically learn hierarchical representations of data 

without the need for manual feature engineering. 

Ya Gao, Rong Wang, and Enmin Zou's study, which was 

carried out at the Central University of Finance and 

Economics in Beijing, China's School of Public Finance and 

Taxation, the School of Computer Science and Technology 

at Xidian University in Xi'an, China, and the School of 

Electronics and Information at Xi’an Jiaotong University in 

Xi’an, China, [3], uses a variety of technical indicators, 

including financial data and indicators of investor sentiment. 

The authors utilize sophisticated dimension reduction 

methods, utilizing deep learning techniques like PCA and 

LASSO, to reduce the multiplicity of factors that impact 

returned stock values. 

In addition, a thorough analysis of the effectiveness of 

two well-known deep learning architectures—LSTM and 

Gated Recurrent Unit (GRU)—in the context of stock market 

forecasting is included in the study. This comparative 

investigation is carried out using several parameter values in 

order to fully assess the prediction abilities of both GRU and 

LSTM. The results of this study demonstrate that LSTM and 

GRU are equally efficient in predicting stock values, 

underscoring the versatility and potency of both deep learning 

techniques in the field of financial forecasting [4]. 

By using an optimized artificial neural network (ANN) 

model, Qiu and Song [5] developed a predictive approach for 

predicting the direction of the Japanese stock market. The 

authors' study combined artificial neural network-based 

models with genetic algorithms (GAs), naming the resulting 

229
© International Conference on Innovations in Computing Technologies and Information 

Sciences (ICTIS-2024). All rights reserved.



framework a hybrid GA-ANN model. This novel method 

increases the forecasting accuracy of stock market 

movements by combining the learning capabilities of 

artificial neural networks with the evolutionary optimization 

capabilities of genetic algorithms. 

The study by V.V. Kranthi Sai Reddy emphasizes how 

important stock trading is on a worldwide level [6]. The 

endeavour to forecast future prices of different financial 

instruments traded on currency exchanges is known as share 

market prediction. According to the author, technical and 

fundamental analysis are typically combined to create stock 

projections in modern finance. These studies form the basis 

of stockbrokers' basic methods. 

In this paper, machine learning algorithms based on 

Python are used to realise the predictive capabilities of the 

system. The suggested strategy promotes the use of machine 

learning techniques, in which the model is trained on stock 

data that is already available in order to gain intelligence and 

then apply this knowledge to produce precise forecasts. The 

study uses a machine learning system called the Support 

Vector Machine to operationalize this method. Specifically, 

three different marketplaces are used to anticipate the prices 

of large and minor equities using this approach. The 

forecasting model covers a range of time periods, including 

daily and minute-by-minute price fluctuations [7]. 

Prof. S.P. Pimpalkar together with co-authors Jenish 

Karia, Muskaan Khan, Satyamandand, and Tushar 

Mukherjee are credited with a combined effort on the 

scholarly publication titled "Stock Market Forecasts Using 

Machine Learning" [8]. With a focus on using a wide range 

of attributes as input for building predictive models, the study 

presents a novel method to stock market prediction. 

Predicting whether the market value will show a positive or 

negative trend is these models' main goal. 

The study utilizes a variety of machine learning 

approaches, including Regression, Support Vector Machine, 

and Recurrent Neural Network methods. This unique 

combination of machine learning techniques highlights the 

writers' dedication to investigating several strategies, each 

designed to tackle a particular facet of the challenging 

challenge of stock market forecasting. Regression models are 

employed to ascertain linear associations in the data, whilst 

Support Vector Machine and Recurrent Neural Network 

models aid in identifying non-linear patterns and temporal 

dependencies [9]. 

RNN and LSTM models were used by McNally et al. [10] 

to forecast Bitcoin values. They used a feature engineering 

method called Boruta algorithm, which is similar to random 

forest classifier. The authors used Bayesian optimization to 

adjust the LSTM parameters in addition to feature selection. 

The study's primary emphasis was a Bitcoin dataset that ran 

from August 19, 2013, to July 19, 2016. Several optimization 

techniques were used to improve the performance of deep 

learning models; nonetheless, overfitting proved to be a 

significant obstacle. There are similarities between the study 

problem McNally et al. addressed and stock market price 

prediction, especially when it comes to handling noise and 

hidden elements in the price data. The study question was 

formulated by the authors as a time sequence problem. Their 

work is notable for the careful consideration they provide to 

the feature engineering and optimization procedures. We 

might be able to duplicate the techniques used in these areas 

in our own data preprocessing stage. 

 

H. Comparison with Related Works: 

Their meticulous attention to detail in feature engineering 

and optimization processes makes their work stand out. It's 

possible that we could replicate these areas' methods in our 

own data preprocessing phase. 

HMMs became popular in the early 2000s for stock price 

forecasting, as Hassan and Nath [12] showed. HMMs are 

useful in certain situations, but they have trouble identifying 

intricate, non-linear correlations in data. On the other hand, 

our approach makes use of LSTMs' deep learning capabilities 

to automatically identify complex patterns in sequential stock 

data without the need for manual feature engineering. 

In contrast to traditional machine learning models, the 
paper by Weng et al. [13] explores short-term stock price 
prediction using ensemble methods, incorporating neural 
network regression ensembles, Random Forests, AdaBoost, 
and support vector regression ensembles. While ensemble 
methods are robust, they might lack the capacity to capture 
nuanced temporal patterns present in stock data. Our LSTM-
based approach, being a deep learning model, inherently 
excels at capturing temporal dependencies and has the p 
Furthermore, the LSTM model we propose extends beyond 
the limitations faced by Overall, our methodology, grounded 
in LSTM networks, strives to overcome the limitations and 
enhance the predictive capabilities observed in existing works. 
The deep learning paradigm, particularly with LSTM 
networks, proves to be a promising avenue for advancing the 
accuracy and adaptability of stock market predictions. 

III. METHODOLOGY 

 

Figure 2: Flow chart of implementation 
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As shown in Figure 2, we got our data using APIs and then 
made streaming pipelines for analysis of data and then made 
predictions from that data. 

1) Analysis Phase: 

a) Data Collection: 

In the initial stage, we gathered stock data from various 
sources, fetching data from APIs and implemented web 
scraping techniques. This step ensures a comprehensive and 
diverse dataset for analysis and prediction. The utilization of 
APIs ensures a structured and organized retrieval of real-time 
market data, while web scraping allows us to extract valuable 
insights from a broader spectrum of sources.  

b) Data Transformation and Streaming: 

Once collected, the raw data is transformed to cleanse and 
preprocess collected data from different sources so that it can 
be used for analysis and predictive purposes. Mechanism is 
developed in such a manner  so that stock related information 
keep on updating on real time in the application and investors 
can have informed and intelligent decisions. Streaming 
pipeline like ETL is created to transfer real time data using 
Apache Kafka and to get good stock data ready for analysis.  

c) Interactive Application: 

For the facilitation of the users, we develop an interactive 
application so that users can have seamless view of real time 
stock data.. This would allow users to visualize and analyze 
key metrics, trends, and patterns in the real time stocks. 

2) Prediction Phase:   

a) Predictive Model Development: 

In this phase, we focused on building a robust predictive 
model using large datasets. Leveraging the power of deep 
learning, particularly LSTM networks, we constructed a 
model capable of capturing complex temporal dependencies 
and patterns in stock data. 

Many factors affect stock prices, and these factors change 

over time. Since stock values are continuously changing due 

to market sentiment, economic events, and other external 

causes, long short-term memory (LSTM) models are 

excellent in learning and adapting to the temporal dynamics 

of sequential data.  

Our prediction model is the result of a painstaking process 

that includes complex algorithms, architecture fine-tuning, 

and model parameter calibration. We hope to use deep 

learning to not only forecast stock movements but also to 

understand the intricate dynamics and underlying complexity 

of the financial system.  

b) Model Integration: 

Our application architecture effortlessly incorporates 

the established prediction model. Thanks to this connectivity, 

users may use the same platform to forecast future stock 

movements in addition to analyzing previous data.  

 

 

c) Model Evaluation and Optimization :  

We carry out extensive assessments to guarantee our 

forecasting model's precision and dependability. 

Performance is evaluated using a variety of metrics, such as 

mean absolute error (MAE), recall, and precision. We also 

investigate optimization strategies, modifying model 

parameters and architecture to improve prediction 

performance. 

d) Deployment: 

          Deployment of the application on platforms that 
align with security standards, making it accessible to users and 
stakeholders.  

e) Continuous Monitoring and Improvement: 

Establishment of mechanisms for continuous monitoring 
of the application's performance, with the ability to introduce 
updates and improvements based on user feedback and 
evolving market conditions.  

f) Optimization and Scalability: 

Optimization of the application and predictive models for 
performance, scalability, and efficiency, providing a smooth 
user experience.  

g) Testing and Quality Assurance:  

 Rigorous testing to identify and rectify bugs or issues, 
ensuring the reliability and accuracy of the application and 
predictive models.  

IV. RESULT AND DISCUSSION 

Four additional methods were employed in this 

experiment to generate predictions in this study, which were 

then contrasted with the outcomes of applying the LSTM 

neural network model. The forecast outcomes are displayed 

in Figures 1 through 7:  

Figure 3 displays the outcome of predicting using 

Last Value. The most economical forecasting model is this 

one. We can see that the number from the day before (green 

cross) is all that is needed to predict each day (red cross). A 

common benchmark for assessing more intricate models is 

Last Value.  

Figure 4 displays the outcome of the prediction 

process using linear regression. We can draw the conclusion 

that this approach performs a poor job of capturing swings in 

stock prices.  

Figures 5, 6, and 7 display the prediction results obtained 

by employing Moving Average, XGBoost, and LSTM, in that 

order. The iterative process of turning weak learners into 

strong learners involves the use of the XGBoost algorithm. 

The projected value in the moving average approach is equal 

to the average of the first N values. The figures show that 

there is little variation in the prediction outcomes of the three 

methods; however, the LSTM and XGBoost prediction 

results, respectively, are marginally better than the Moving 

Average prediction results, with comparatively small errors 

between the test and predicted values.  
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Figure 3:Forecast results of Last Value 

 

Figure 4: Forecast results of Linear Regression 

 

Figure 5: Forecast results of Moving Average 

 

Figure 6: Forecast results of XGBoost 

 

Figure 7: Forecast results of LSTM 

With the exception of the poor linear regression 

prediction results, the predictions of the other four models are 

hard to assess from direct observation; these are combined 

into a single graph for comparison, as seen in Figure 8.  

 

Figure 8: Forecast results of 5 methods 

The prediction outcomes are assessed in the paper 

using mean absolute percentage error (MAPE) and root mean 

square error (RMSE).  

RMSE can accurately reflect the precision of a 

measurement since it is sensitive to both extremely large and 

very small errors in a sequence of measurements. Equation 

(1)'s RMSE formula is displayed below, with yi representing 

the neural network's output and y denoting the true value [14].  

  (1)  

The prediction techniques' performance is evaluated 

using MAPE. In the field of machine learning, MAPE is also 

used to quantify the accuracy of predicting techniques by 

presenting the result as a percentage. The following 

represents the MAPE formula for equation (2), where yi 

denotes the neural network's output value and y denotes the 

true value.[14]  

  (2)  

The RMSE and MAPE values of the five methods are 
shown in Table 1.  

Table 1. RMSE of five methods  

Method  RMSE  MAPE(%)  

Last Value  1.69  0.59  

Moving Average  1.89  0.69  

Linear Regression  2.27  0.78  

XGBoost  1.65  0.59  

LSTM  1.75  0.63  

Table 1 presents a comparison of the RMSE and MAPE of 

the five approaches, indicating that XGBoost and Last Value 
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yield the best prediction outcomes with lower RMSE and 

MAPE. Compared to the other more involved approaches, 

Last Value produces superior prediction results, particularly 

surpassing the performance of the LSTM neural network 

model. The fact that the prediction range is only one may 

account for this finding. The other approaches might work 

better than the Last Value if the prediction range is longer.  

There's also the problem of data size. Being a neural network, 

the LSTM has to be trained on a lot of data, just like any other 

neural network. With XGBoost, the most accurate forecasts 

are produced. Second-order Taylor expansions are applied to 

the loss function by the XGBoost. The second-order 

derivative is introduced in this method in order to improve 

accuracy and enable modification of the loss function. This 

virtually eliminates the time lag issue, which is a frequent 

LSTM downside.  

V. CONCLUSION 

The stock market is seeing a sharp increase in 

trading, and analysts and investors are keen to discover a way 

to accurately forecast future patterns in the market. Numerous 

research conducted in recent years have demonstrated the 

effectiveness of LSTM neural network models in stock 

market prediction. Additionally, when compared to other 

machine learning algorithms, LSTM neural network models 

outperform other algorithms when used for longer prediction 

horizons.  

In this paper, we find that the LSTM neural network 

model is not a flawless prediction approach by comparing its 

performance in creating short-term forecast range predictions 

with the performance of the other four algorithms. It must be 

acknowledged, nonetheless, that in long-term forecast range 

prediction, the LSTM neural network model performs better 

at capturing trends and seasonality. As a result, more 

researchers will be motivated to employ cutting-edge 

approaches to discover novel forecasting strategies that can 

be used in a wider range of scenarios. This will benefit 

analysts, investors, and anybody else with an interest in the 

stock market by giving them solid insight into the market's 

future. 
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Abstract— This paper presents the analysis of land subsidence 

as a result of excessive groundwater abstraction for irrigation 

and domestic supply in Quetta valley, Pakistan. The study 

reveals that the rate of land subsidence in the area has been 

steadily increasing over the past few decades, leading to 

significant damage to infrastructure and posing a threat to the 

safety of residents. Our research harnesses the power of the 

PYGMTSAR library, a cutting-edge resource in synthetic 

aperture radar (SAR) data analysis, to explore the intricacies of 

surface deformation using the Small Baseline Subset (SBAS) 

technique. This analysis will provide valuable insights for 

implementing effective strategies to mitigate the adverse effects 

of land subsidence in the Quetta valley. Observation of surface 

deformation using the Small Baseline Subset (SBAS) 

Interferometric Synthetic Aperture Radar (InSAR) technique 

on Sentinel-1 datasets from 2020 to 2023 reveals subsidence up 

to of 0.13m to 0.15m and for the year 2023 with 10 datasets 

land subsidence upto 0.06m and -0.394m. 

Keywords: Land Subsidence; PYGMTSAR; SBAS, InSAR. 

I. INTRODUCTION 

The Quetta Valley is located in western Pakistan, in a 560 
km-long and 150 km-wide complex belt of north–south- 
oriented mountain ranges and intervening valleys [1]. This 
paper presents the analysis of land subsidence as a result of 
excessive groundwater abstraction for irrigation and 
domestic supply in Quetta valley, Pakistan. Land 
subsidence, the gradual sinking or lowering of the Earth's 
surface, is a pressing issue in many urban areas worldwide, 
including Quetta, the provincial capital of Balochistan, 
Pakistan. Quetta, situated in a tectonically active region, faces 
significant challenges related to land subsidence due to a 
variety of factors, including rapid urbanization, groundwater 
extraction, and natural geological processes. The adverse 
effects of land subsidence in Quetta are exacerbated by its 
dense population, extensive infrastructure, and reliance on 
groundwater for agricultural and domestic purposes. 

The primary objective of this study is to analyze land 
subsidence in Quetta Valley using an advanced InSAR time- 
series technique, namely the Small Baseline Subset (SBAS) 
approach, and to validate the research outcomes with field 
observations. To achieve the aforementioned goals, the 
specific objectives of this research are as follows: to generate 
a land subsidence map in Quetta Valley during a certain 
observation period using the PyGMTSAR library in Python; 
to explore the possibility of correlating the land subsidence 
pattern with land use and land cover changes in the research 

area; and to identify potential areas that are affected by land 
subsidence and carry out in-depth field investigations in those 
places. It is expected that the research outcomes could provide 
valuable references for the authority to formulate 
development plans and land management strategies in Quetta 
Valley. 

There are two leading causes of subsidence: surface 
processes, mostly anthropogenic, and tectonics. Most of the 
subsidence in populated areas is caused by anthropogenic 
processes, such as groundwater extraction [2] so numerous 
studies on subsidence have been conducted primarily in 
developed countries. However, subsidence in populated 
centers in developing countries has not been significantly 
studied due to a lack of data. Figure 1 below shows the 
generated global map of land subsidence which covers 
historically documented and new subsiding areas. We 
estimate that more than 6.3 million square kilometers of the 
global land is influenced by significant subsidence rates. That 
includes 231,000 square kilometres of urban and dense 
settlement areas and a population of nearly 2 billion [3]. 
Overall, South Asia is modeled to have the greatest extent of 
land under threat of subsidence (2.2% of its total area 
experiencing subsidence rates greater than 50 mm/y) as well 
as the largest number of people to be 5/7 affected by it (20 
million). Other countries with subsidence rates exceeding 50 
mm/y include the Philippines, Iran, Costa Rica, Indonesia 
and Uzbekistan. 

To address the complexities of land subsidence in Quetta, 
advanced remote sensing techniques offer valuable insights 
and tools for monitoring and analysis. Among these 
techniques, the Small Baseline Subset (SBAS) method, 
integrated with the Persistent Scatterer Interferometry (PSI) 
approach, stands out as a robust and effective tool for 
detecting and quantifying ground movements with high 
precision and spatial resolution. 

In this paper, we focus on the application of the SBAS 
technique using data from the PyGMTSAR (Python-based 
Generic Mapping Tools Synthetic Aperture Radar) platform 
to investigate land subsidence in Quetta. SBAS, Small 
Baseline Subset, is a powerful technique in interferometric 
synthetic aperture radar (InSAR) analysis used to monitor and 
measure ground deformation over time. By leveraging 
Sentinel-1 synthetic aperture radar (SAR) data, PyGMTSAR 
enables the generation of precise ground deformation maps 
and time-series analyses, offering valuable insights into the 
spatial and temporal patterns of land subsidence in the region. 
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Through the integration of PyGMTSAR and SBAS, we aim to 
provide a comprehensive understanding of the dynamics of 
land subsidence in Quetta, including its causes, rates, and 
spatial distribution. Such insights are crucial for informing 
urban planning, infrastructure development, and groundwater 
management strategies to mitigate the adverse impacts of land 
subsidence and ensure the sustainable development of Quetta 
and its surrounding areas. 

[4]  integrated DInSAR and SBAS techniques  to determine 

mining-related deformations in the Rydułtowy Mine in Poland. 

The research findings indicated that the SBAS technique 

could be reliable for monitoring residual subsidence in 

mining areas. This study provided a specific application of 

the SBAS method in monitoring ground deformations related 

to mining activities, offering insights into the potential 

use of SBAS for monitoring subsidence in regions with 

industrial activities. The study by [5] assessed the spatial 

and temporal evolution of surface subsidence in Lanzhou 

New District using Persistent Scatterer Interferometric 

Synthetic Aperture Radar (PSInSAR) and the Small 

Baseline Subset (SBAS) InSAR. This study demonstrates the 

applicability of 

 

 
Figure 1 Global prediction of land subsidence, with relevant feature importance and zonal statistics at the top of the figure. Modeled 

subsidence rates for the entire globe (a), zoomed-in maps of land subsidence for North America (b), South America (c), Europe and 

South, East, and South-East Asia (f). [ Credit: Davydzenka et al, 2024]

 

II. RELATED WORK 

Land subsidence is a critical geohazard that can lead to 

infrastructure damage, groundwater depletion, and 

environmental degradation. To monitor and mitigate the 

impacts of land subsidence, various remote sensing 

techniques have been utilized. One of the most commonly 

used techniques is the Small Baseline Subset (SBAS) 

technique, which has been employed in different geographic 

locations to detect and monitor land subsidence. [6] used the 

evidential belief function model in GIS to map land 

subsidence susceptibility at Kinta Valley in Malaysia. Their 

study focused on the application of GIS modeling, 

indicating the significance of spatial analysis in 

understanding land subsidence. 

 

 

 

 

 

 

[7] utilized the Intermittent SBAS (ISBAS) technique to 

study land subsidence in Mexico City. The findings 

highlighted the effectiveness of the SBAS technique in 

detecting subsidence and its potential application in urban 

areas. 

SBAS in monitoring land subsidence, providing valuable 

insights into the diurnal evolution and annual variability of 

boundary-layer height and its correlation to other 

meteorological variables. 

[8] conducted a study on the growing city and rapid land use 

transition in the Pokhara Valley, Nepal, assessing multiple 

hazards and risks. Although this study did not directly focus 

on land subsidence, it provides insights into the complex 

interactions between urbanization, land use transition, and 

environmental hazards, which are essential considerations in 

understanding the drivers and impacts of land subsidence. 
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Furthermore, it is worth noting that there is a knowledge        

gap in the existing literature regarding the specific 

application of SBAS in monitoring and assessing land 

subsidence in Quetta Valley. While several studies have 

utilized SBAS in different regions, there is a lack of 

comprehensive research focusing on Quetta Valley. Future 

research directions should aim to address this gap by 

applying SBAS to monitor and analyze land subsidence in 

Quetta Valley, providing valuable insights into the drivers, 

spatial patterns, and temporal evolution of land subsidence 

in this particular region. Additionally, further research 

should explore the potential impacts of land subsidence on 

infrastructure, agriculture, and the environment in Quetta 

Valley, contributing to effective mitigation and adaptation 

strategies. 

 

III. TECHNIQUE 

A. Interferometric Synthetic Aperture Radar (InSAR) 

 

InSAR provides high-resolution geodetic measurements of 

surface deformations. A typical resolution for a phase 

measurement is about one-fifteenth of a phase cycle [9]. The 

interferometric stacking technique, Small Baseline Subset 

(SBAS), was used in this study to calculate surface 

deformation. The SBAS technique is based on a 

combination of differential interferograms produced by data 

pairs to derive surface deformation velocities by inversion of 

temporal phase profiles, effectively reducing atmospheric 

effects, topographic uncertainties, and orbital errors [10]. 

 

B. Dataset 

Four descending Synthetic Aperture Radar images of 

Sentinel-1 SLC scenes C-Band (~5.6 cm wavelength) 

covering, are obtained for the Quetta Valley from 2020–2023 

obtained from the Alaska Satellite Facility (ASF). 

Similarly a second ddataset consisting of 10 scenes as 

shown in the following     Table 1 for a period of 2023, with 

area of interest being Quetta Valley having co-ordinates 

with Polygon [67.4045, 29.9351], [67.3548, 30.429], 

[66.6316, 30.4671], [66.6702, 29.9638], [67.4045, 29.9351] 

acquired through Alaska Satellite Facility. 

design provides the users great flexibility and customization 

when they need to build up their InSAR processing scripts. 

 
    Table 1 : Scenes obtained from the Alaska Satellite Facility 

    (ASF) for the study 

Scene Date Scene Date 

1 2023-01-26 6 2023-07-13 

2 2023-02-19 7 2023-08-30 

3 2023-03-27 8 2023-09-23 

4 2023-04-20 9 2023-11-22 

5 2023-05-26 10 |2023-12-28 

 

 

 

 

 

 

 

 

C. PyGMTSAR (Python GMTSAR) 

 

The PyGMTSAR library is an open-source, Python-based 

software package for InSAR data processing and subsidence 

analysis. GMTSAR is a well-known and established software 

for advanced InSAR processing. However, compared to the 

relatively complex command line-based data processing with 

GMTSAR, PyGMTSAR provides a user-friendly and flexible 

interface for the processing of InSAR data. It allows the users 

of all levels, from beginners to advanced researchers, to carry 

out various InSAR processing steps, such as data import, data 

selection, and data processing, with a few lines of Python 

scripts. And it also provides extensive functionalities for the 

generation of various subsidence products, like time-series 

and velocity maps. The compatibility and flexibility with the 

Python ecosystem is an obvious advantage of the 

PyGMTSAR library. At the data import stage, different types 

of InSAR data, including the general InSAR stacked images, 

Amplitude Change Detection (ACD) images, and coherence 

images, etc., could be imported and rapidly visualized on the 

generated multi-channel multilooked localization images. 

The functionality of the PyGMTSAR library is achieved 

through a modular design, which encapsulates different types 

of InSAR processing functions into various modules. This 

design provides the users great flexibility and customization 

when they need to build up their InSAR processing scripts. 

For each module, corresponding processes and commands 

will be automatically generated using user-friendly GUI or    

regular command line environment. And interactive 

configuration windows will smartly guide the users to 

complete the required module configurations. The users 

could simply create and parameterize a dictionary, then the 

InSAR processing object could be built and module 

configurations will be done using the created dictionary in a 

clear, simple, and non-redundant way. At last, all the InSAR 

processing commands are executed in a batch manner 

through an automatically generated executable bash script, so 

that massive InSAR processing tasks could be handled 

efficiently. PyGMTSAR (Python GMTSAR provides Sentinel-

1 Satellite Interferometry for everyone. The goal of the 

project is easy and fast satellite interferometry (InSAR) 

processing for Sentinel-1 radar scenes everywhere as on 

localhost as on   cloud environments like Google Colab and in 

Docker images [11].  

 

The SBAS procedure within PyGMTSAR encompasses 

several essential steps, including co-registration, 

interferogram generation, flattening, and Goldstein filtering. 

These steps are performed with optimized parameters to 

achieve accurate results. Furthermore, a complex multi-look 

operation is employed to produce a ground sampling distance 

of 80m. PyGMTSAR utilizes a predefined linear 

displacement model to jointly estimate the DEM error and the 

low-pass displacement parameters, ensuring robust and 

reliable analysis outcomes. 

 

It focuses on the essential steps of InSAR processing that it 

executes. From data acquisition to reframing, image co- 

registration, interferogram formation, geocoding, phase  
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unwrapping, phase detrending, displacement map creation, 

displacement projection, time-series analysis, trend 

analysis, and data exporting, each step is thoroughly 

explored. 

 

IV. RESULTS AND DISCUSSION 

 

To visualize ground displacement, the SBAS technique 

implemented through the PyGMTSAR library was utilized 

to compute average ground velocity and net displacement 

at various dates. The outputs for surface deformation are 

depicted in  Figure 2 1,  Figure 2 2, Figure 2 3, illustrating 

the 

 

 
 

 Figure 2 1 Detrended LOS Displacement 

 

results of InSAR data analysis for the city of Quetta 

Valley and surrounding population centers. The total 

displacement from a reference elevation, as measured in the 

interferograms, enables visualization of areas experiencing 

down-lift or subsidence. 

 Figure 2 LOS Displacement focuses on potential locations 

where land subsidence ranging from 0.13m to 0.15m was 

recorded over the period from 2020 to 2023. These findings 

provide crucial insights into the extent and magnitude of land 

subsidence in the study area during the specified timeframe. 

The identified subsidence zones serve as key indicators for 

assessing the vulnerability of infrastructure and the potential 

impacts on local communities. 

 

 
 
  Figure 2 2 Vertical Projection LOS Displacement 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 Figure 2 3 East-West LOS Displacement. 

 Figure 2 LOS Displacement 

Similarly, in our second analysis of dataset, we examined that      

Figure 3 shows the correlation between land subsidence of 

our specific area of interest of Quetta, observing a positive 

correlation. This indicates that regions exhibiting higher 

values tend to experience more pronounced subsidence. 

 

 

 
     Figure 3 Correlation 

    

 

 
      Figure 4     Interferogram 
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 Figure 5     3D Interferogram 

 

 
 
   Figure 6      Phase in radians 

 

 
 
  Figure 7    LOS Displacement 

      Figure 4,  Figure 5,    Figure 6,   Figure 7 above shows 

the Interferogram generated, 3D interferogram for Area of 

interest, Phase, and LOS Displacement for the Quetta Valley  

focusing on potential locations where land subsidence values  

of 0.06m and -0.394m was recorded over the period of  

2023. 

 

CONCLUSION: 

 

In conclusion, PyGMTSAR library using the SBAS method 

has provided detailed insights into land subsidence 

dynamics. Through careful analysis of SAR data, we 

demonstrated the effectiveness of these tools for accurate 

detection and monitoring subsidence phenomena. This study 

emphasizes the significance of advanced geospatial analysis 

methodologies in informing effective subsidence mitigation 

strategies. 
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